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Abstract 

The Texas InstrumentslMassachusetts Institute of Technology (TIMIT) corpus of read 
speech has been designed to provide speech data for the acquisition of acoustic-phonetic 
knowledge and for the development and evaluation of automatic speech recognition 
systems. TIMIT contains speech from 630 speakers representing 8 major dialect divisions 
of American English, each speaking 10 phonetically-rich sentences. The TIM IT corpus 
includes time-aligned orthographic, phonetic, and word transcriptions, as well as speech 
waveform data for each spoken sentence. 

This release of TIMIT contains several improvements over the Prototype CD-ROM 
released in December, 1988: (1) full 630-speaker corpus, (2) checked and corrected 
transcriptions, (3) word-alignment transcriptions, (4) NIST SPHERE-headered waveform 
files and header manipulation software, (5) phonemic dictionary, (6) new test and training 
subsets balanced for dialectal and phonetic coverage, and (7) more extensive 
documentation. 

The TIMIT CD-ROM has resulted from the joint efforts of several sites under sponsorship 
from the Defense Advanced Research Projects Agency - Information Science and 
Technology Office (DARPA-ISTO) [now the Software and Intelligent Systems Technology 
Office (SISTO)]. Text corpus design was a joint effort among the Massachusetts Institute 
of Technology (MIT), SRI International (SRI), and Texas Instruments (TI). The speech 
was recorded at TI, transcribed at MIT, and the data has been verified and prepared for 
CD-ROM production by the National Institute of Standards and Technology (NIST). 

Certain commercial products are identified in this document ill order to adequately specify 
procedures described. In no case does such identification imply recommendation or endorsement by the 
National Institute of Standards and Technology, the U.S. Department of Commerce, or the United States 
Federal Government, nor does it imply that the material identified is necessarily the best for the purpose. 
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1 Introduction 

The NIST Speech Disc CD1-1.1 contains the complete Texas Instruments/Massachusetts 
Institute of Technology (TIM IT) acoustic-phonetic corpus of read speech. TIMIT was 
designed to provide speech data for the acquisition of acoustic-phonetic knowledge and for 
the development and evaluation of automatic speech recognition systems. TIM IT has 
resulted from the joint efforts of several sites under sponsorship from the Defense 
Advanced Research Projects Agency -- Information Science and Technology Office 
(DARPA-ISTO), and Defense Science Office (DARPA-DSO). Text corpus design was a 
joint effort among the Massachusetts Institute of Technology (MIT), SRI International 
(SRI), and Texas Instruments (TI). The speech was recorded at TI, transcribed at MIT, 
and has been maintained, verified, and prepared for CD-ROM production by the National 
Institute of Standards and Technology (NIST). This publication and the disc were 
prepared by NIST with assistance by Lori Lame!. 

TIM IT contains a total of 6300 utterances, 10 sentences spoken by each of 630 speakers 
from 8 major dialect regions of the United States. 70% of the speakers are male and 30% 
are female. More information on the selection and distribution of speakers is given in 
Section 3.1.  The recording conditions are described in Section 3.2. 

The text material in the TIMIT prompts consists of 2 dialect "shibboleth" sentences 
designed at SRI, 450 phonemicaIIy-compact sentences designed at MIT, and 1890 
phoneticaIIy-diverse sentences selected at TI. Each speaker read the 2 dialect sentences, 
5 of the phonemicaIIy-compact sentences, and 3 of the phoneticaIIy-diverse sentences. See 
Section 3.3 for more information on the corpus text material and Section 6 for reprints of 
publications on the design of TIMIT. 

The speech material in TIMIT has been subdivided into dialect-balanced portions for 
training and testing with complete phonemic coverage. The criteria for the subdivision are 
described in Section 3.4. A "core" test set contains speech data from 24 speakers, 2 male 
and 1 female from each dialect region, and a "complete" test set contains 134 4  utterances 
spoken by 168 speakers, accounting for about 27% of the total speech material in the 
corpus. 

Each sentence has an associated orthographic transcription, time-aligned word boundary 
transcription (provided by NIST, see Section 5.3), and time-aligned phonetic transcription 
(provided by MIT, see Sections 5.1 and 5.2). 

The CD-ROM contains a hierarchical tree-structured directory system which aIIows the disc 
to be easily perused. The TIMIT speech and transcription material is located in the 
"/timit/train" and "/timit/test" directories and online documentation pertaining to the corpus 
is located in the "/timit/doc" directory. Version 1.5 of the NIST SPeech HEader REsources 
(SPHERE) software is in the "/sphere" directory and ESPRIT SAM software (CONVERT) 
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to convert TIMIT speech files into a SAM compatible format can be found in the "/convert" 
directory. Each of these directories contains a "readme. doc" file which may be consulted 
for further information. 

The remainder of this document is structured as follows: 

• Section 2 contains a description of the CD-ROM structure and format, 
including information on how to mount and read the CD-ROM, and a brief 
description of the SPHERE and CONVERT software. 

• Section 3 describes the TIMIT corpus in more detail and the criteria used to 
divide the speech data into training and test subsets. 

• Section 4 provides a description of the accompanying phonemic lexicon and 
the phonemic and phonetic symbols used in the lexicon and the phonetic 
transcriptions. 

• Section 5 includes a reprint of the article by Seneff and Zue, "Transcription 
and Alignment of the TIM IT Database", and notes on checking the phonetic 
transcriptions and on the time-aligned word boundaries. 

• Section 6 contains reprints of articles on the design of TIM IT. 
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2 CD-ROM Contents and File Structure 

The CD-ROM, NIST Speech Disc CDI-I.I, contains the complete TIMIT acoustic­
phonetic speech corpus. Also included on the disc are a new version (1.5) of the NIST 
SPeech HEader REsources (SPHERE) software and ESPRIT SAM software (CONVERT) 
for converting TIM IT speech files into a SAM compatible format. 

2.1 Reading the CD·ROM 

The TIM IT CD-ROM (and all NIST speech discs) are formatted according to the ISO-9660 
international standard for CD-ROM volume and file structure (ISO, 1988). The ISO-9660 
format allows the CD-ROM to be read on any computer platform which supports the 
standard. To date, ISO-9660 drivers have been implemented for a wide variety of computer 
systems from personal computers to mainframes. These drivers permit an ISO-9660 disc 
to emulate a read-only Winchester disk, allowing virtually seamless integration of the CD­
ROM. The TIM IT CD-ROM was designed to be usable on any system which supports 
ISO-9660. The disc contains only data files and source code (with the exception of the PC­
executable software in "/convert") which can be easily imported into any speech research 
environment. 

The TIMIT CD-ROM has been designed to be easily browsed or searched 
programmatically. The TIMIT corpus and documentation (in "/timit") is structured into a 
directory hierarchy which reflects the organization of the corpus. Several computer 
searchable text files (in "/timit/docl*. txt") contain tabular corpus-related information. In 
addition to TIMIT, a set of software tools "SPeech HEader REsources (SPHERE)" (in 
"/sphere") is included to ease importation of speech waveform files. The remainder of 
Section 2 contains more information on the CD-ROM directory and file structure. 
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2.2 CD-ROM Contents 

The following files and subdirectories are located in the top-level directory of the CD­
ROM. Each of the subdirectories contains a "readme. doc" file which may be consulted for 
more detailed information. 

convert/ - directory containing version 1.2 of the ESPRIT SAM 
software (CONVERT) for converting TIMIT speech 
files into a SAM compatible format 

/readme.doc - general information file 

sphere/ -

timit! -

directory containing version 1.5 of the NIST SPeech 
HEader REsources (SPHERE) software; SPHERE 
is a set of "C" library routines and programs for 
manipulating the NIST header structure prepended 
to the TIMIT waveform files. 

directory containing the TIMIT corpus as well as 
TIMIT-related documentation. 

2.3 TIMIT Directory and File Structure 

This section describes the organization of the files in the "/timit" directory. Descriptions 
of the file types and a summary of the on-line documentation are given in Sections 2.3.2 
and 2.3.3. 

2.3.1 Organization 

On-line documentation and computer-searchable tabular text files are located in the 
directory "/timit/doc". A brief description of each file in this directory can be found at the 
end of this section. The speech and associated data are organized on the CD-ROM in the 
"/timit" directory according to the following hierarchy: 
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/<CORPUS>/<USAGE>/<DIALECf>/<SEX> <SPEAKER_ID>/<SENTENCE_ID>.<FI LE_TYPE> 

where, 

CORPUS := = timit 
USAGE: = = train I test 
DIALECf : = = dr1 I dr2 I dr3 I dr4 I dr5 I dr6 I dr7 I dr8 

(See Table 3.1 for a description of the dialect codes.) 
SEX :== m If 
SPEAKER_ID :== <INITIALS><DIGIT> 

where, 

INITIALS : = = speaker initials, 3 letters 
DIGIT: = = number 0-9 to differentiate speakers with identical initials 

where, 

TEXT_TYPE :== sa I si I sx 
(See Section 3.2 for the description of sentence text types.) 
SENTENCE_NUMBER :== 1 ... 2342 

FILE_TYPE :== wav I txt I wrd I phn 
(See Table 2.1 for a description of the file types.) 

Examples: 

/timit/train/drl/fcjfO/sa1.wav 

(TIMIT corpus, training set, dialect region 1, female speaker, speaker-ID 
"cjfO", sentence text "sal", speech waveform file) 

/timit/test/dr5/mbpmO/sx407.phn 

(TIMIT corpus, test set, dialect region 5, male speaker, speaker-ID "bpmO", 
sentence text "sx407", phonetic transcription file) 
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2.3.2 File Types 

The TIMIT corpus includes several files associated with each utterance. In addition to a 
speech waveform file (.wav), there are three associated transcription files (.txt, .wrd, .phn) 
for each utterance. These associated files have the form: 

<BEGIN_SAMPLE> <END_SAMPLE> <TEXT> <new-line> 

<BEGIN_SAMPLE> <END SAMPLE> <TEXT> <new-line> 

where, 

BEGIN_SAMPLE := = The beginning integer sample number for the segment 
(Note: the first BEGIN_SAMPLE of each .txt and .phn file is always 0) 
END_SAMPLE : = = The ending integer sample number for the segment 
(Note: the last END_SAMPLE in each transcription file may be less than the 
actual last sample in the corresponding .wav file) 

TEXT : = =  <ORlHOGRAPHY> I <WORD_LABEL> <PHONETIC LABEL> 

where, 

ORTHOGRAPHY := = Complete orthographic text transcription 
WORD _LABEL : = = Single word from the orthography 
PHONETIC_LABEL := = Single phonetic transcription code 
(See Section 4.3 for a description of the phone codes.) 
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Table 2.1:  Utterance-associated file types 

I File Type I Description 

.wav SPHERE-headered speech waveform file. (See Section 2.4 
for a description of the speech file manipulation utilities.) 

.txt Associated orthographic transcription of the words the person 
said. (This is usually the same as the prompt, but in a few 
cases the orthography and prompt disagree.) 

.wrd Time-aligned word transcription. The word boundaries were 
aligned with the phonetic segments using a dynamic 
programming string alignment program. (See Section 5.3 for 
information on the alignment procedure.) 

.phn Time-aligned phonetic transcription. (See Sections 5.1 and 
5.2 for more details on the phonetic transcription protocols.) 

Example transcriptions from the utterance in "/timit/test/dr5/fnlpO/sal.wav" 

Orthography (. txt): 

o 61748 She had your dark suit in greasy wash water all year. 

Word label ( .wrd): 

7470 1 1362 she 
1 1362 16000 had 
15420 17503 your 
17503 23360 dark 
23360 28360 su it 
28360 30960 in 
30960 36971 greasy 
36971 42290 wash 
43120 47480 water 
49021 52184 all 
52184 58840 year 
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Phonetic label (.phn): 
(Note: beginning and ending silence regions are marked with h#) 

0 7470 h# 
7470 9840 sh 
9840 11362 iy 
11362 12908 hv 
12908 14760 ae 
14760 15420 del 
15420 16000 jh 
16000 17503 axr 
17503 18540 del 
18540 18950 d 
18950 21053 aa 
21053 22200 r 
22200 22740 kel 
22740 23360 k 
23360 25315 s 
25315 27643 ux 
27643 28360 tel 
28360 29272 q 
29272 29932 ih 
29932 30960 n 
30960 31870 gel 
31870 32550 g 
32550 33253 r 
33253 34660 iy 
34660 35890 z 

35890 36971 iy 
36971 38391 w 

38391 40690 ao 
40690 42290 sh 
42290 43120 epi 
43120 43906 w 
43906 45480 ao 
45480 46040 dx 
46040 47480 axr 
47480 49021 q 
49021 51348 ao 
51348 52184 1 
52184 54147 Y 
54147 56654 ih 
56654 58840 axr 
58840 61680 h# 
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2.3.3 On-line Documentation 

Compact on-line documentation is located in the "/timit/doc" directory. Files in this 
directory with a ".doc" extension contain freeform descriptive text, and files with a ".txt" 
extension contain tables of formatted text which can be searched programmatically. Lines 
in the ". txt" files beginning with a semicolon are comments and should be ignored on 
searches. The following is a brief description of each file: 

phoncode.doc - List of phone symbols used in the phonemic dictionary and the 
phonetic transcriptions 

prompts. txt - Table of sentence prompts and corresponding sentence-1D numbers 

spkrinfo.txt - Table of speaker attributes 

spkrsent.txt - Table of sentence-1D numbers for each speaker 

testset.doc - Description of the suggested train/test subdivision 

timitdic.doc - Description of the phonemic lexicion 

timitdic. txt - Phonemic dictionary of all the orthographic words in the prompts 
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2.4 SPHERE Software (version 1.5) 

The NIST SPHERE header format was designed to facilitate the exchange of speech signal 
data on various media, particularly on CD-ROM. The NIST header is an object-oriented, 
1024 byte-blocked structure prepended to the waveform data. See the file 
"/sphere!headers.doc" for a description of the header format. 

NIST SPeech HEader REsources (SPHERE) is a software package for manipulating the 
NIST-headered speech waveform (.wav) files. The software consists of a library of C­
language functions and a set of C-Ianguage system-level utilities which can be used to 
create or modify speech file headers in memory and to read/write the headers from/to disk. 
See the file, "/sphere/readme.doc", for more information on the SPHERE software, 
including usage, installation on UNIX systems, and some sample programs. 

Please note: The SPHERE library and utilities are modified periodically. The most up-to­
date version of the software is available via anonymous ftp from "ssi.ncsl.nist.gov" under the 
"pub" directory in the compressed tar-formatted file, 
"sphere-< RELEASE-NUMBER>. tar.Z. Users are encouraged to acquire the most recent 
source code and documentation. 

The SPHERE C-Ianguage library contains the following functions: 

struct header_t *sp_create_headerO 
Returns a pointer to an empty header structure. 

struct header _ t *sp _open _header(fp,parse _ flag, error) 
Reads an existing header in from file pointer "fp". The file pointer is assumed 
to be positioned at the beginning of a speech file with a header in NIST 
SPHERE format. On success, "fp" is positioned at the end of the header 
(ready to read samples) and a pointer to a header structure is returned. On 
failure, argument "error" will point to a string describing the problem. If 
"parse_flag" is false ( zero), the fields in the header will not be parsed and 
inserted into the header structure; the structure will contain zero fields. This 
is useful for operations on files when the contents of the header are not 
important, for example when stripping the header. 

int sp _clear _ fields(h) 
Deletes all fields from the header pointed to by "h". Returns a negative value 
upon failure. 
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int sp _close _ header(h) 
Unlinks the header pointed to by "h" and releases the 
space allocated for the header. First reclaims all space allocated for the 
header's fields, if any exist. Returns a negative value upon failure. 

int sp�et_nfields(h) 
Returns the number of fields stored in the specified header "h". Returns a 
negative value upon failure. 

int sp �et_fieldnames(h,n,v) 
Fills in an array "v" of character pointers with addresses of the fields in the 
specified header "h". No more than "n" pointers in the array will be set. 
Returns the number of pointers set. 

int sp �et_ field(h,name,type,size) 
Returns the "type" and "size" (in bytes) of the specified header field "name" 
in the specified header "h". Types are T_INTEGER, T_REAL, T_STRING 
(defined in "header.h"). 

The size of a T_INTEGER field is sizeof(long). 
The size of a T_REAL field is sizeof(double). 
The size of a string is variable and does not include a null-terminator 
byte (null bytes are allowed in a string). 

Returns a negative value upon failure. 

int sp �et_ type(h,name) 
Returns the type of the specified header field "name" of the specified header 
"h". Types are T_INTEGER, T_REAL, T_STRING (defined in "header.h"). 
Returns a negative value upon failure. 

int sp �et_ size(h,name) 
Returns the size (in bytes) of the specified header field "name" of the 
specified header "h". 

The size of a T_INTEGER field is sizeof(long). 
The size of a T_REAL field is sizeof(double). 
The size of a string is variable and does not include a null-terminator 
byte (null bytes are allowed in a string). 

Returns a negative value upon failure. 

int sp �et_ data(h,name,buf,len) 
Returns the value of the specifed header field "name" in the specified header 
"h" in "but". No more than "len" bytes are copied; "len" must be positive. It 
really doesn't make much sense to ask for part of a long or double, but it's 
not illegal. Remember that strings are not null-terminated. Returns a 
negative value upon failure. 
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int sp_addjield(h,name,type,p) 
Adds the field "name" to header specified by "h". Argument "type" is 
T_INTEGER, T_REAL, or T_STRING. Argument "p" is a pointer to a 
character pointer, or a long integer or a double cast to a character pointer. 
The specified field must not already exist in the header. Returns a negative 
value upon failure. 

int sp _delete _ field(h,name) 
Deletes field "name" from header specified by "h". The field must exist in the 
header. Returns a negative value upon failure. 

int sp _change _ field(h,name, type,p) 
Changes an existing field "name" in header "h" to a new "type" and/or value 
"p". The field must already exist in the header. Returns a negative value 
upon failure. 

int spjs_std(name) 
Returns TRUE if the specified field "name" is a "standard" field, FALSE 
otherwise. Standard fields are listed in stdfield.c. The notion of "standard" 
fields is now archaic. 

sp _set_deaJloc(n) 
Turns on (n<>O) or off (n=O) memory deaJlocation. The default is on. 

int sp ...zet_ deaJlocO 
Returns the state of memory deaJlocation. 

int sp _write _ header(fp,h,hbytes,databytes) 
Prints the specified header "h" to stream "fp" in the standard SPHERE 
header format. The number of bytes in the header block (a multiple of 1024) 
is returned in "hbytes" and the number of actual header data bytes used is 
returned in "databytes". Returns a negative value upon failure. 

int sp yrintJines(h,fp) 
Prints the specified header "h" to stream "fp" in a human-readable format. 
Returns a negative value upon failure. 

int sp_fpcopy(fp,outfp) 
Copies stream "fp" to stream "outfp" until end-of-file. Returns a negative 
value upon failure. 
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The SPHERE system-level utilities are: 

hJead [options] [file . . .  ] 
reads headers from the files listed on the command line; by default, output 
is lines of tuples consisting of all fieldnames and values; many options modify 
the program's behavior; see the manual page "hJead.l"; 

h _add inputfile mitputfile 
adds an empty header to the "raw" unheadered speech samples in inputfile 
and stores, the result in outputfile; 

h _strip inputfile outputfile 
strips the SPHERE header from inputfile, stores the remammg data in 
outputfile; if outputfile is "-", writes the sample data to "stdout"; 

h_edit [-uf] [-D dir] -opchar fieldname=value . . .  file . . .  
h_edit [-uf] [-0 outfile] -opchar fieldname=value . . .  file 

edit specified header fields in the specified file(s). In the first form, it either 
modifies the file(s) in place or copies them to the specified directory "dir". 
In the second form, it either modifies the file in place or copies it to the 
specified file "outfile". 

The "_u" option causes the original files to be unlinked (deleted) after 
modification. The "-f' option forces the program to continue after reporting 
any errors. 

The "opchar" must be either "S","I", or "R" to denote string, integer, or real 
field types respectively. 

h_delete [-uf] [-D dir]-F fieldname . . .  file . . .  
h _delete [-uf] [-0 outfile] -F fieldname . . .  file 

delete specified header fields in the specified file(s). In the first form, it 
either modifies the file(s) in place or copies them to the specified directory 
"dir". 

In the second form, it either modifies the file in place or copies it to the 
specified file "outfile". 

The "_u" option causes the original files to be unlinked (deleted) after 
modificatipn. The "-f' option forces the program to continue after reporting 
any errors. 
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Example TIM IT SPHERE-formatted speech waveform header from the waveform file, 
"timit/train/drl/fcjfO/sa1.wav": 

NIST 1A 
1024 

database jd -s5 TIMIT 
database version -s3 1.0 
utterance jd -s8 cjfO _sal 
channel count -i 1 
sample_count -i 46797 
sample Jate -i 16000 
sample_min -i -2191 
sample_max -i 2790 
sample_n_bytes -i 2 
sample_byte_format -s2 01 
sample_sig_bits -i 16 
end head 

(The speech data follows the header block.) 

2.5 Convert Software 

The directory "/convert" contains European Strategic PRoject on Information Technology 
(ESPRIT) Speech input/output Assessment Methodology and Standardization (SAM) 
Project software (version 1.2) for converting TIMIT speech files to a SAM-compatible 
format. The software was developed at the Institut de la Communication Parlee, Grenoble, 
France, in a cooperation with NIST. Some minor modifications to the software were made 
at NIST to enable the software to run with the TIMIT CD-ROM file structure. 

SAM file naming conventions differ from those used in TIMIT. A mapping file 
"/convert/spkr_map.sam" has been included by NIST on the CD-ROM to be used for 
automatic filename conversion when the CD-ROM is on-line. The Convert software 
removes the SPHERE header from the file since SAM speech files contain no header 
information, and produces 2 SAM files for each TIMIT utterance. The first file is the 
signal file, and the second contains the orthographic transcription and speaker information. 
More details about Convert and examples of how to use the package are given in the file 
"/convert/readme.doc" . 
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3 The TIMIT Corpus 

The TIMIT corpus of read speech has been designed to provide the speech research 
community with a standardized corpus for the acquisition of acoustic-phonetic knowledge 
and for the development and evaluation of automatic speech recognition systems. The 
creation of any reasonably-sized speech corpus is very labor intensive. With this in mind, 
TIMIT was designed so as to balance utility and manageability, containing small amounts 
of speech from a relatively diverse speaker population and a range of phonetic 
environments. This section provides more detailed information on the contents of TIMIT 
and on the division of the TIMIT speech material into subsets for training and testing 
purposes. 

3.1 Corpus Speaker Selection and Distribution 

TIMIT contains a total of 6300 utterances, 10 sentences spoken by each of 630 speakers 
from 8 major dialect divisions of the United States. The 10 sentences represent roughly 
30 seconds of speech material per speaker. In total, the corpus contains approximately 5 
hours of speech. All speakers are native speakers of American English and were judged 
by a professional speech pathologist to have no clinical speech pathologies. Some speech 
or hearing abnormalities of subjects are noted in the speaker information file 
"/timit/doc/spkrinfo.txt" which lists speaker-specific information. In addition to these 630 
speakers, a small number of speakers with foreign accents or other extreme speech and/or 
hearing abnormalities were recorded as "auxiliary" subjects, but they are not included on 
the CD-ROM. 

The speakers were primarily TI personnel, many of whom were new to TI and the Dallas 
area. They were selected to be representative of different geographical dialect regions of 
the U.S.2 A speaker's dialect region was defined as the geographical area of the U.S. 
where he or she lived during their childhood years (age 2 to 10). The geographical areas 
correspond with recognized dialect regions of the U.S. (Language Files, Ohio State 
University Linguistics Dept., 1982), with the exception of the Western dialect region (dr7) 
in which dialect boundaries are not known with any confidence and "dialect region" 8 where 
the speakers moved around a lot during their childhood. The dialect regions are illustrated 
by the lines on the map shown in Figure 3.1. The locale of each speaker's childhood is 
indicated by a color-coded marker on the map. 

TI attempted to recruit speakers who equally represented the 8 dialect regions, but this was 
found to be impractical given the constraints of time and recording location. As a result, 
the regions drl, dr6, and dr8 are less well-represented than the others. Table 3.1 shows the 

2For more information on American English dialectology see, for example, Atwood, 1980; Bailey and 
Robinson, 1973; Bronstein, 1960; Davis, 1983; Kurath, 1949; and Williamson and Burke, 1971. 
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total number of speakers, as well as the number of male and female speakers, for each of 
the 8 dialect regions. The percentages are given in parentheses. 

Table 3.1: Dialect distribution of speakers 

Dialect Region # Male # Female 

Name Code (dr) 
Speakers Speakers 

New England 1 31 (63%) 18 (27%) 

Northern 2 71 (70%) 31 (30%) 

North Midland 3 79 (67%) 23 (23%) 

South Midland 4 69 (69%) 31 (31%) 

Southern 5 62 (63%) 36 (37%) 

New York City 6 30 (65%) 16 (35%) 

Western 7 74 (74%) 26 (26%) 

Army Brat 8 22 (67%) 11 (33%) 
(moved around) 

Total # Speakers: 438 (70%) 192 (30%) 

Table 2: Dialect Distribution of Speakers 
in Complete Test Set 

Dialect IIMaie IIFemale Total ------- -------
1 7 4 11 (�S) 
2 18 8 26 l1<;.\� 
3 23 3 26 CII:" 
4 16 16 32 (t�.o ) 
5 17 11 28 ( 11..·'1 
6 8 3 11 i�·� ) I 7 15 8 23 (1Ft) 
8 8 3 11 ( �.() ------- ------- ------

Total 112 56 168 

16 

Total # 
Speakers 

49 (8%) 

102 (16%) 

102 (16%) 

100 (16%) 

98 (16%) 

46 (7%) 

100 (16%) 

33 (5%) 

630 (100%) 



Figure 3.1: Map of TIMIT Dialect Regions 

MAJOR DIALECT REGIONS 

� 

�-!� -.... ......... � .: \ ... .. .. '.0'. 

::�. �' 1 �_ 

0 
A 

� 

.. 

.. . NEW ENGLAND �. NORTHERN ... ;! - NORTH MIDLAND ..t..! - SOUTH MIDLAND • � - SOUTHERN 

Courtesy of Texas Instruments, Inc. 

17 

'\ 
• 
• • 

- . 
'. • 

��\. 

� 

(' '0 � 

'�-�, 
I 

... 

� "==' 
(r::.:.::�l I �� ... � I 

UNITeD ITATe. 

��' 
"f'-;;" .,.... 

'p 

� !! - NEW YORK CITY .1 - WESTERN 





The on-line file "timit/doc/spkrinfo.txt" contains a table of speaker attributes. For each 
speaker the information includes the ID (speaker's initials), Sex (male or female), DR 
(dialect region), Use (train or test), RecDate (recording date), BirthDate, Ht (height), 
Race, Edu (education level) and optional comments listing interesting speaker attributes 
or abnormalities. 

3.2 Recording Conditions and Procedures 

Recordings were made in a noise-isolated recording booth at TI, using a semi-automatic 
computer system (STEROIDS) to control the presentation of prompts to the speaker 
and the recording. Two-channel recordings were made using a Sennheiser HMD 414 
headset-mounted microphone and a Breul & Kjaer 1/2" far-field pressure microphone 
(#4165). Only the speech data recorded with the Sennheiser microphone is included on 
this CD-ROM. 

The speech was directly digitized at a sample rate of 20 kHz using a Digital Sound 
Corporation DSC 200 with the anti-aliasing filter at 10 kHz. The speech was then 
digitally filtered, debiased, and downsampled to 16 kHz. (For more information on the 
recording conditions and the post-processing of the speech signals see the article by 
Fisher et al. in Section 6.) 

Subjects were seated in the recording booth and prompts were presented on a monitor. 
The subjects wore earphones through which a low-level (approximately 53 dB SPL) of 
background noise was played to eliminate the unusual voice quality produced by the 
"dead room" effect. TI attempted to keep both the recording gain and the level of noise 
in the subject's earphones constant during the collection. At the beginning of each 
recording day, a standard calibration tone was recorded from each microphone and the 
voltage at the subject's earphones was checked and adjusted as necessary. 

The speakers were given minimal instructions and asked to read the prompts in a 
"natural" voice. The recordings were monitored, and any suspected mispronunciations 
were flagged for verification. Verification consisted of listening to the utterance by both 
the monitor and the speaker. When a pronunciation error was detected, the sentence 
was re-recorded. Variant pronunciations were not counted as mistakes. 

3.3 Corpus Text Material 

The text material in the TIMIT prompts, found in the file, "/timit/prompts.doc", consists 
of 2 dialect "shibboleth" sentences designed at SRI, 450 phonetically-compact sentences 
designed at MIT, and 1890 phonetically-diverse sentences selected at TI. Table 3.2 
summarizes the speech material in TIMIT. The on-line file "/timit/doc/spkrsent.txt" lists 
the sentence texts read by each speaker. 
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The dialect sentences (the SA sentences) were meant to expose dialectal variants of the 
speakers and were read by all 630 speakers. The two dialect sentences are "She had 
your dark suit in greasy wash water all year." and "Don't ask me to carry an oily rag like 
that." Some expected variations occur in the pronunciation of the words "greasy" (with 
an lsi or /zl) and the vowel color in the word "water". (For a study of such dialectal 
phenomena see the article by Cohen et al. in Section 6.) 

The phonetically-compact sentences (the SX sentences) were hand-designed to be 
comprehensive as well as compact. The objective was to provide a good coverage of 
pairs of phones, with extra occurrences of phonetic contexts thought to be either 
difficult or of particular interest. (See the article by Lamel et al. in Section 6 for more 
information on the design of these sentences.) Each speaker read 5 of these sentences 
and each text was spoken by 7 different speakers. 

The phonetically-diverse sentences (the S1 sentences) were selected from existing text 
sources - the Brown Corpus (Kuchera and Francis, 1967) and a collection of dialogs 
from recent stage plays (Hultzen et aI., 1964) - so as to add diversity in sentence types 
and phonetic contexts. The selection criteria maximized the variety of allophonic 
contexts found in the texts. (See the article by Fisher et al. in Section 6 for more 
information on the selection of these sentences.) Each speaker read 3 of these 
sentences, with each sentence being read by only a single speaker. 

Table 3.2: TIMIT speech material 

#Speakersl #Sentencesl 
Sentence Type #Sentences Sentence Total Speaker 

Dialect (SA) 2 630 1260 2 

Compact (SX) 450 7 3150 5 

Diverse (S1) 1890 1 1890 3 

Total: 2342 6300 10 

3.4 Suggested Training/Test Subdivision 

The texts and speakers in TIMIT have been subdivided into suggested training and test sets 
using the following criteria: 

1 - Roughly 20 to 30% of the corpus should be used for testing purposes, leaving 
the remaining 70 to 80% for training. 
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2 - No speaker should appear in both the training and testing portions. 

3 - All the dialect regions should be represented in both subsets, with at least 1 
male and 1 female speaker from each dialect. 

4 - The amount of overlap of text material in the two subsets should be minimized; 
if possible the training set and test set should have no sentence texts in 
common. 

5 - All the phonemes should be covered in the test material; preferably each 
phoneme should occur multiple times in different contexts. 

The next three subsections provide more details on the training and test partitions of 
TIMIT. In order to ensure adequate coverage in the test subset, the test material was 
selected from the entire corpus according to the above criteria. Two test sets were selected. 
The "core" test set, containing a minimal balanced set of test data is described in Section 
3.4.1. A description of the larger test set, the "complete" test set is given in Section 3.4.2. 
After exclusion of the selected test material, the remainder of the corpus was designated 
as the training set. Some properties of the training partition are specified in Section 3.4.3. 

NOTE: This subdivision has no correspondence with the original "training" 
material distributed on the prototype CD-ROM. The original division of training 
and test material was based ONLY on dialect and sex distribution without other 
considerations. In contrast, the training and test division on this CD-ROM is 
based on more factors and is better balanced. Therefore, only the designated 
training material on CD-ROM "1-1.1" should be used for training purposes. 

3.4.1 Core Test Set 

Using the above criteria, 2 male speakers and 1 female speaker from each dialect were 
selected, providing a "core" test set of 24 speakers. Each speaker read a completely 
different set of 5 SX sentence texts. Since each SI sentence was read by only one speaker, 
these texts did not impose constraints in selecting the texts or speakers. 

The selected texts were checked to ensure that the set included at least one occurrence of 
each phoneme. The phonemic analysis was based on concatenated phonemic transcriptions 
of the words in the sentence, not the actual, realized phonetic transcription. Thus, the 
phonetic allophones found in the test data may be expected to differ from the underlying 
phonemic forms in accordance with typical phonological variations. 

The core test set contains 192 different texts «5 SX + 3 SI sentences) x 24 speakers) . To 
avoid overlap with the training material the 2 SA sentences have been excluded from the 
core and complete test sets. 
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NOTE: The SA sentences for the test speakers are included on the CD-ROM 
for completeness. However, they should not be used for training or test purposes 
if the suggested training and test subsets are used, since they exist for both 
training and test speakers. 

Table 3.3 lists the speakers in the core test set for each dialect region. This set is the 
minimum recommended set for test purposes. 

I Dialect II 
1 

2 

3 

4 

5 

6 

7 

8 

Total: 

Table 3.3: Speakers in the core test set 

Male I Female I #Texts/Speaker 

DABO, WBTO ELCO 8 

TAS1, WEWO PASO 8 

JMPO, LNTO PKTO 8 

LLLO, TLSO JLMO 8 

BPMO, KLTO NLPO 8 

CMJO, JDHO MGDO 8 

GRTO, NJMO DHCO 8 

JLNO, PAMO MLDO 8 
� - .'��.,.. :�::":�,: :",:.:.:,, • • >'" .... , .���:::::� : .;.:. 

16 8 

3.4.2 Complete Test Set 

I Total Texts I 
24 

24 

24 

24 

24 

24 

24 

24 

192 

The'''complete'' test set was formed by including all 7 repetitions of the SX texts in the core 
test set. Thus, the utterances from 144 (6x24) additional speakers were added, including 
the 3 unique SI sentences spoken by each speaker. This insured that no sentence text 
appeared in both the training and test material. The 168 speakers in the complete test set 
represent 27% of the total number of speakers in the corpus. The resulting dialect 
distribution of the complete speaker test set is given in Table 3 .4 .  As in the entire TIM IT 
corpus, dialects 1, 6, and 8 are less represented than the other dialects. 
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Table 3.4: Dialect distribution of speakers in complete test set 

I Dialect II #Male I #Female I Total I 
1 7 4 1 1  

2 18 8 26 

3 23 3 26 

4 16 16 32 

5 17 1 1  28 

6 8 3 1 1  

7 15 8 23 

8 8 3 1 1  

Total: 1 12 56 168 

The complete test set contains a total of 1344 sentences, 8 sentences from each of the 168 
speakers. In this set there are 120 distinct SX texts and 504 different SI texts. Thus, 
roughly 27% (624) of the texts have been reserved for the test material. 

The minimum recommended test material is the core test set, consisting of 2 male speakers 
and 1 female speaker from each dialect region and 192 unique texts. Those wishing to 
perform more extensive testing should use the complete test set. 

3.4.3 Training Set 

The training material consists of all the speech data NOT included in either the "core" or 
"complete" test sets. There are 462 speakers in the training set, comprising 73% of the 
speakers. The training material contains a total of 4620 utterances, with 10 
utterances/speaker. The dialect distribution of the training speakers is given in Table 3.5. 

The training material contains 1718 unique texts: the 2 SA texts, 330 different SX texts, and 
1386 distinct SI texts. The 2 SA texts were spoken by all the speakers in the corpus. Each 
of the SX sentence texts were read by 7 speakers, and each SI text was spoken by a single 
speaker. With the exception of the 2 SA sentences, there is no overlap between the texts 
read by the test speakers and those read by the training speakers. 
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Note: The SA sentences should not be used for training or test purposes if the suggested 
training and test subsets are used, since they exist for both training and test speakers. 
Even if they are only used in training, the SA sentences might skew training models since 
the words contained in them would be over-represented. Their suggested use is for 
comparative dialectal research. 

Table 3.5: Dialect distribution of speakers in the training set 

I Dialect II #Male I #Female I Total I 
1 24 1 4  38 

2 53 23 76 

3 56 20 76 

4 53 15 68 

5 45 25 70 

6 22 13 35 

7 59 18 77 

8 1 4  8 22 

Total: 326 136 462 

3.4.4 Distributional Properties of the Training and Test Subsets 

Table 3.6 shows some of the distributional properties of the training and test subsets. All 
of the 45 phonemes are found in the three text subsets, as determined by lookup of each 
word in the lexicon supplied on the CD-ROM. (See Section 4 for more information on the 
lexicon.) The total number of distinct words in the TIMIT scripts is 6099. In the core test 
set 912 distinct words occur, 403 of which also occur in the training texts. The complete 
test set contains 624 different texts and 2371 distinct words - 1108 of these words also occur 
in the training texts. Approximately 45% of the words in the texts of the test material also 
occur in the texts of the training material. The remaining words in the test material are 
"new". This is due in part to the design of the corpus itself. TIMIT was designed to 
provide a corpus of acoustic-phonetic speech data for the evaluation of recognition systems 
at the phonemic level. Because the primary focus in the design of the corpus was the 
coverage of phonemic elements, emphasis was placed on providing multiple contextual 
environments for the phonemes during text selection. In order to provide contextual and 
lexical variation, new words were preferentially chosen over old words during the 
generation of the phonemically-compact SX sentences. The phonetically-diverse SI 
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sentences were selected so as to maximize allophonic contexts, and thus also favored 
selection of texts containing new words or word sequences. 

Table 3.6: Distributional properties of training and test subsets 

Entire Test 

Corpus Train Core Complete 

Sentences 6300 4620 192 1344 

Distinct Texts 2342 1718 192 624 

Distinct Words 6099 4891 912 2371 

Distinct Phonemes 45 45 45 45 
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3.5 Transcriptions 

The TIMIT corpus includes several transcnptIon files associated with each utterance. 
These files contain an orthographic transcription, a time-aligned word transcription, and 
a time-aligned phonetic transcription. Details on the file fonnats are given in Section 2.3. 

The orthographic transcription contains the text of the sentence the speaker said. The 
orthographic transcription is usually the same as the prompt, but in a few cases they 
disagree. Word boundaries were assigned using a dynamic programming string alignment 
program (see Section 5.3) which aligned the word pronunciations found in the lexicon (see 
Section 4) with the phonetic segments. Infonnation on the phonetic transcription 
conventions can be found in the article by Seneff and Zue in Section 5.1 and in the notes 
on checking the phonetic transcriptions in Section 5.2. 
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4 TIMIT Lexicon 

The lexicon found in the file "/timit/doc/timitdic.txt" contains entries for all of the words in 
the TIMIT prompts. There are a total of 6229 entries3 in the dictionary.' The lexicon was 
derived in part from the MIT adapted version of the Merriam-Webster Pocket Dictionary 
of 1964 ("pocket") and a preliminary version of a general English dictionary under 
development at eMU. The pronunciations in the MIT pocket lexicon have been verified 
and modified over the years. However, many of the words in the TIMIT scripts did not 
appear in the pocket lexicon, and needed to be added. These include other forms of words 
found in "pocket" and words not found in any form. Rules were used to generate 
pronunciations in the former case and the derived pronunciations were hand-checked. In 
the latter case, consisting mainly of proper names and abbreviated forms (such as "takin'" 
instead of "taking" or '''em'' for "them"), the pronunciations were added by hand. 

The symbols in the lexical representation are abstract, quasi-phonemic marks representing 
the underlying sounds and typically correspond to a variety of different sounds in the actual 
recordings. The term quasi-phonemic is used because some differences represented in the 
lexicon are not phonemically distinctive in English, such as the jeri - /axr/ in which jeri co­
occurs with stress. 

The term quasi-phonemic is used because some differences represented in the lexicon are 
not phonemically distinctive in English, such as the contrast between jeri and /axr/. (Since 
the former always occurs with stress and the latter never occurs with it, as in "burner" !b 
er1 n axr/, the two are in complementary distribution and could be considered different 
allophones of the same phoneme.) 

4.1 Format of the Lexicon 

All entries have been converted to lower case. Stress is represented as a "1" for primary 
stress and a "2" for secondary stress, appended to the end of the vowel symbol. 
Hyphenated words such as "head-in-the-c1ouds" can be found both as a single entry and as 
the individual words "head", "in", "the", and "clouds", which result when the hyphens are 
replaced by spaces. This was done to allow more flexibility in the parsing of sentences into 
their constituent lexical items. If these parts of hyphenated words occur only as bound 
forms and never as free words, the hyphen is left in their entry, as in "knick-" and "-knack" 
from "knick-knack." Due to vagaries of English orthography, this procedure sometimes 
results in lexical entries that are neither words nor proper constituents of words, such as 

3This number is greater than the number of distinct words listed in Table 3.6 because the dictionary 
includes entries for compound words and their components. 

'The terms "lexicon" and "dictionary" are used interchangeably throughout this publication. 
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"-upmanship" from "one-upmanship". 

One pronunciation is provided per entry except in the case where the same orthography 
corresponds to different parts of speech with different pronunciations, and both forms exist 
in the TIMIT prompts. To differentiate these words, multiple entries are given, with the 
syntactic class following the symbol - .  The classes found in the lexicon are: 

n noun 
- v  verb 
- adj adjective 
- pres present tense 
- past past tense. 

An example is the word "live", with the entries: 

live - v II ihl vi 
live - adj II ayl vi 

4.2 Pronunciation Conventions 

The pronunciation is specified using the the "eMU" symbol set (see Section 4.3 for a 
description of the symbols). While we realize that representing only one pronunciation is 
often not sufficient to cover commonly observed pronunciations, many of the alternate 
pronunciations may be predicted by use of phonological rules and may be highly dialect 
dependent. Using only one pronunciation per word forced the somewhat vexing decision 
of which one to use. We did not put extensive study into such issues, and do not make any 
claims of the theoretical correctness of our decisions on particular words. Our tendency 
has been to use the more marked alternate because we think it is harder to predict. We 
tried to make the pronunciations as consistent as possible. In a number of cases we 
referred to the authorities Kenyon and Knott (1953) and Webster's Third New 
International Dictionary (1966). 

4.2.1 Vowel Variability 

Many of the pronunciation differences for vowels occur in semi-vowel environments and 
in unstressed syllables . 

• The vowel in words like "for", "pour", and "more" are often represented using either the 
vowel lowl or the vowel laol. This lexicon uses laol . 

• The vowel in words like "air" and "care" has been represented using lael, to differentiate 
this vowel from the lehl in "berry". Some speakers actually make a three-way distinction 
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("Mary", "merry", "marry"), with the vowel in Mary being somewhat in between an leh/, 
lae/, and ley/. These speakers may use the same vowel in words like "care". 

• The vowel lihl (as opposed to liyl) has been systematically used in the representation of 
words like "fear" and "year". 

• unstressed schwa alternation Iix!- lax!: Iix! is usually used for schwas between 2 alveolars 
("roses" Ir owl z ix zl), otherwise laxl is used ("ahead" lax hh ehl dl). 

• Irl following the diphthongs lawl ("hour") and layl ("fire") has been represented as laxr/, 
except where the Irl is syllable-initial as in words like "irate" and "virus". 

• vowel reduction: In some cases the pronunciation of a word may alternate between a 
full vowel and a highly reduced one. In these cases, preference was given to the 
pronunciation with the more marked vowel instead of the schwa. For example, the 
pronunciation of "accept" is given as lae k s ehl p t/, not lax k s ehl p t/. 

4.2.2 Stress Differences 

• ler/- laxrl alternation -- laxrl is used in unstressed syllables and lerl in stressed syllables. 

• lihl -Iix!, lahl -lax! -- once again the distinction is based on stress. The forms Iix! and 
lax! are used in unstressed syllables. 

• Iy uw/- Iy uhl -- the tendency is to use Iy uwl in stressed positions as in "attribution" 
lae t r ih b Y uwl sh ix n/, and Iy uhl in unstressed position as in "attribute - v" 
lax t r ih2 b y uh t/. 

4.2.3 Syllabics 

The syllabics lem/, len/, and lell are used frequently in the phonemic representations even 
though they may be pronounced as a sequence of a schwa followed by Im/, In/, or /If. For 
example, words ending in "-ism" are represented as lih z eml even though a short schwa 
often appears in the transition from the Iz/ to the lem/. 

• lenl must follow a coronal, except in rare occurrences such as "cap'n" /k ael p enl and 
"haven't" /h ae 1 v en t/. 

• in general, the syllabic lell is used instead of lax I! except before a stressed vowel. Some 
exceptions are found in words ending in the "-Iy" suffix. For example, "angrily" is 
represented lael ng g r ax I iy/, not lael ng g r el iy/. The only occurrences of leI I! are 
found in compound words such as "jungle-like" and "liberal-led". 
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4.3 Phonetic and Phonemic Symbol Codes 

This following table contains a list of all the phonemic and phonetic symbols used in the 
TIM IT lexicon and in the phonetic transcriptions. These include the stress markers { l,2} 
found only in the lexicon and the following symbols which occur only in the transcriptions: 

1) the closure intervals of stops which are distinguished from the stop release. The closure 
symbols for the stops Ib,d,g,p,t,k/ are Ibcl,dcl,gcl,pcl,tck,kcl/, respectively. The closure 
portions of /jh/ and /ch/ are /dcll and /tcl/. 

2) allophones that do not occur in the lexicon. The use of a given allophone may be 
dependent on the speaker, dialect, speaking rate, and phonemic context, among other 
factors. Since the use of these allophones is difficult to predict, they have not been used 
in the phonemic transcriptions in the lexicon. 

• flap /dx/, as in words "muddy" or "dirty" 

• nasal flap /nx/, as in "winner" 

• glottal stop /q/, which may be an allophone of /t/, or may mark an initial 
vowel or a vowel-vowel boundary 

• voiced-h /hv/, a voiced allophone of /hi, typically found intervocalically 

• fronted-u /ux/, an allophone of /uw/, typically found in an alveolar context 

• devoiced-schwa lax-h/, a very short, devoiced vowel, typically seen when 
reduced vowels are surrounded by voiceless consonants 

3) other symbols include two types of silence: "pau", marking a pause; "epi", denoting the 
epenthetic silence often found between a fricative and a semivowel or nasal, as in "slow"; 
and "h#", used to mark the silence and/or non-speech events found at the beginning and 
end of the signal. 
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Symbol Examl2le Word Possible Phonetic Transcril2tion Comment 
Stops: b bee BCL B iy 

d day DCL D ey 
g gay GCL G ey 
p pea PCL P iy 
t tea TCL T iy 
k key KCL K iy 
dx muddy, dirty m ah DX iy, del d er DX iy flap 
q bat bel b ae Q glottal stop 

Affricates: jh joke DCL JH ow kel k 
ch choke TCL CH ow kel k 

Fricatives: s sea S iy 
sh she SH iy 
z zone Z ow n 
zh azure ae ZH er 
f fin F ih n 
th thin TH ih n 
v van V ae n 
dh then DH eh n 
m mom M aa M  
n noon N uw N 
ng smg s ih NG 
em bottom b aa dx EM 
en button b ah q EN 
eng washington w aa sh ENG tel t ax n 
ox wmner w ih NX axr nasal flap 

Semivowels 
and Glides: . 1  lay L ey 

r ray R ey 
w way W ey 
y yacht Y aa tel t 
hh hay HH ey 
hv ahead ax HV eh del d 
el bottle bel b aa dx EL 
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Vowels: ly beet bel b IY tel t 
ih bit bel b IH tel t 
eh bet bel b EH tel t 
ey bait bel b EY tel t 
ae bat bel b AE tel t 
aa bott bel b AA tel t 
aw bout bel b AW tel t 
ay bite bel b AY tel t 
ah but bel b AH tel t 
ao bought bel b AO tel t 
oy boy · bel b OY 
ow boat bel b OW tel t 
uh book bel b UH kel k 
uw boot bel b UW tel t 
ux toot tel t UX tel t 
er bird bel b ER del d 
ax about AX bel b aw tel t 
IX debit del d eh bel b IX tel t 
axr butter bel b ah dx AXR 
ax-h suspect s AX-H s pel p eh kel k tel t 

Sxmbol Descril2tion 
Others: pau pause 

epl epenthetic silence 
h# begin/end marker (non-speech events) 
1 primary stress 
2 secondary stress 
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4.4 Errata 

A few errors were found in the phonemic lexicon file, "/timitldoc/timitdic.txt", after the CD­
ROM was pressed. The corrections are as follows: 

1. delete 
"-knacks In ael k s/" 
"-upmanship lahl p m ax n sh ih pI" 
"-ups lah p sl" 
"-zagged /z ae 1 g dl" 
"bodied /b aal d iy dl" 
(These aren't words or combining forms.) 

2. change "castorbeans /k ael s axr b iyl n z/" 
to "castorbeans /k ael s t axr b iyl n z/" 

3. change "fast-closing If ael s t ao I owl z ix ng/" 
to "fast-closing If ael s t k I owl z ix ng! 

4. change "cloverleaf lao I owl v axr I iy2 fI" 
to "cloverleaf /k I owl v axr I iy2 fl" 

5. change "constantly lao aal n s t ix n t I iyl" 
to "constantly /k aal n s t ix n t I iy/" 

6. change "countryside lao ahl n t r iy s ay2 d/" 
to "countryside /k ahl n t r iy s ay2 dl" 

7. change "nancy's In ael n ao iy zl" 
to "nancy's In ael n s iy zl" 

8. change "singer's Is ihl ng g axr zl" 
to "singer's Is ihl ng axr zl" 

9. change "uncomfortable lah n ao ahl m f axr t ax b el/" 
to "uncomfortable lah n k ahl m f axr t ax b el/" 

10. change "backward /b ael k w er d z/" 
to "backward /b ael k w er d/" 

11. change "cleaners lal I iyl n axr z/" 
to "cleaners /k I iy n axr z/" 
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12. change "cruelty /k r uw1 I iyl' 
to "cruelty /k r uw1 I t iyl' 

13. change "detectable Id ih t ehl k ax b ell' 
to "detectable Id ih t eh1 k t ax b ell' 

14. change "distinct Id ih s t ih1 ng tt' 
to "distinct Id ih s t ih 1 ng k tl' 

15. change "ellipsoids lax I ihl P s oy dl' 
to "ellipsoids lax I ih 1 P s oy d zl' 

16. change "entity leh 1 n ix t iyl' 
to "entity leh 1 n t ix t iyl' 

17. change "halloween /hh ae2 I ow iy1 nt' 
to "halloween /hh ae2 I ow w iy1 nt' 

18. change "headquarters /hh eh1 d k w a02 t axr zl' 
to "headquarters /hh eh1 d k w a02 r t axr zl' 

19. change "identified lay d ehl n t ix f ay21' 
to "identified lay d ehl n t ix f ay2 dl' 

20. change "instinct lih1 n s t ih2 ng tl' 
to "instinct lihl n s t ih2 ng k tl' 

21. change "musical 1m uw1 z ih k ell' 
to "musical 1m y uwl z ih k ell' 

22. change "presented Ip r ax z ehl t ix dl' 
to "presented Ip r ax z eh 1 n t ix dl' 

23. change "unwaveringly lah n w eyl v axr ix ng!' 
to "unwaveringly lah n w eyl v axr ix ng I iyl' 

These following are less surely errors, but probably should be fixed: 

1. change "photochemical If ow2 t ax k ehl m ix k ell' 
to "photochemical If ow2 t ow k ehl m ix k ell' 

2. change "photographs If owl t ow g r ae2 f sf' 
to "photographs If owl t ax g r ae2 f sl' 

33 



3. change "reorganization Ir iy2 .ao r g ix n ay z eyl sh ix nt' 
to "reorganization Ir iy a02 r g ix n ay z eyl sh ix nt' 

4. change "tyranny It ihl r ae n iyt' 
to "tyranny It ih 1 r ax n iyt' 
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5 Transcription Protocols 

This section includes information pertammg to the protocols used in obtaining the 
transcription files associated with each utterance. Section 5 . 1  reprints an article on the 
phonetic transcription methodology. Additional details are given in the notes in Section 
5.2. The word boundary alignment procedure is described in Section 5.3. 

5.1 Reprint of a Publication Describing TIMIT Transcription Conventions 

This section contains a reprint of the article "Transcription and Alignment of the TIMIT 
Database," by Stephanie Seneff and Victor W. Zue. The paper was presented at The 
Second Symposium on Advanced Man-Machine Interface through Spoken Language, Oahu, 
Hawaii, November 20-22, 1988. 
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Cambridge. MA. 01890. USA. 

ABSTRAcr 

1bc 11MIT 3I:oustic-pltonctic d3!·base was designed jointly by researcllers at MIT. TI and SRI. 

It was intended 10 provide a rich collection of acoustic phonetic and phonological data. 10 be used 

for basic research as well as the development and evaluation of speech =i'ritian systems. 1bc 

darabase consiStS of a IQ/:al of 6.300 sentences from 630 speakers. representing over 5 hours of 

speech rn=rial. and was recorded by resean:hers at Tl. This paper describes the tran.'lCription and 

alignment of the TIMIT database, which was perfonned lit MIT, 

I. BACKGROUND 

When the DARPA Scrntegic Computing speech program was first fomlulalcd in 1984. <he 

consensus of !be research community was that the ;unowlI of speech data available is woefully 

inadequate. As a result. a significant effon on d3.t.a.base development was mounted in order [Q 

provide the research communicy with a large body of acoustic data for reseilTch. system 
development, and performance evaluation. One such database is the so-ca.lled TIMIT 

acoustic-phonetic database. The TIMIT database was designedjoinlly by researchers at MIT. TI, 

and SRL II consists of a lotal of 6.300 sentences from 630 speakers, repre,enting over 5 hours of 

speech material, and was recorded by researchers at TI. This paper describes the rr:mscription and 

alignment of <he TIMIT database, which was performed by rese:m::hers at MIT. 

E:Ich spe~r in the l1MIT database recorded 10 sentences drawn from three different corpora 

as follows. E:lch speaker read twO seocenc ... designated as 51 and 52. which were designed by 

Jared Bernstein of 5Rl in order ro compare dialectal and phonological variations across speakers. 

Five sentences. desigtlated as SX sentences. were drown from 3. small set of sen~nces designed at 

Mrr~ The remaining three sentences for e:JCh speaker. designated :lS S[ sentences. were selecred 

from the Brown corpus by Bill FIsher ofTI [11. 

There an: a lotal of 450 "MIT' sentences used in the TlMIT database, These were genernrcd by 

hand in an icerative fashion. with the goal that they should be phonetically rich. Care was taken 10 

have as complete a coverage of left- and nlt/n- Context for each phone as possible. Sorne of the 

more problematic sequences. such as vowel-vowel and stop-stOp. were paniculatly emphasized. 

An amompt was also made 10 ensure Ihat many of <he frequently-occurring low-level phonological 

rules were adequ3Iely represented. To .aid in the sentence generation process. we made use of.an 
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on-line. Websrtr's Podcet Dictionary conlaining nearly 20.000 wonls.. Words or woro-sequences 

containinS particular phone pails could be accessed from this dictionary :wtomatically. which 

sreallY facilir:uec1lbe darai)ase desisn process. We performed a da:illed analysis of the n=ltinl 

senzenc:e sa. II welJ as !he SI senrmces that malce up the remZDder of the d·tlIbase . The lnret'eSted 

~ should consult Umelet a1.(3] far ftut'- iDfmmarim about the c~ 

2. 1HE ACOUSTIC PHONETIC LABEL SET 

All of <he recorded 2Ill!!nces were provided wilb .. time- o,tigned sequence of 3COUSI:ic-pbonetic 

labels. The!allel SCI is ina:nded 10 tep1eSCtl1 a level somewhar iDIennediare between pbozIemic and 

acoustic. Our moriv&ticn was tha! clear acoustic boundaries in the wavefonn should all be rnark:ed. 

and that <he criteria for positioning the boWldaries belween unies should in pm be based 01\ aur 

ability to marl:: them consistently. Table I lisis all of the acoustic-phonetic labels that were used. 

Most of these Lahels are phonemic. although several symbols have been included for labelling 

acoustically distinct allophones as weil as O<her special acoustic evenrs. 

2.1 SlOPS 

SlOPS ilre ch:ttacterized by "sequence of cwo evenrs: "closure and" release. This departure 

from phonemic form is. we believe. imponanl in orner to preserve a boWldary marlCng <he onsel of 

<he release. There = six closure symbols for the SlopS. The closure region for aifrica.es is 

idcruical wim mal oi dIe corresponding alveolar SlOp. (e.g~ the I~ in "chm" is repre!ented as [l'W. 

There an: two major allophones for me SlOpS. The glonal Slop. ( , 1. is oiten insetted preceding 

" won:l-initial vowel. Sometimes a N can also be realized as " glonal Slop. as in "colton". The 

symbol [ [ ] is used 10 label a Ilap. which em either be JII underlying N or Id!. We make a separate 

flapping decision for every phonemic N and Id!. based on lisu:nillg and dIe spectrographic 

evidence. We allow flapping 10 OC<UI in environments for which theory is violmed. if in fael we 

believe <h:l1 flap is wh'" was heordlseen. 

2.2 Nasal and Semivowels 

We recognize four allophones for [he nasals. three of <hem are <he syUabics. [ ,!" '1-. ~ ]. If 
there l..'\ any evidence of a preceding schwa. th~ non.syllabic fonn is preferred. The alveol.a.r nasal. 

In! can be realized as a nasal flap. denoted by <he symbol r 7 I. Somelimes an undcrlyini Jml 
sequence is realiud as a nasal flap. as in "elllenain". 

The liquid. N. has a syilabic allophone. denOlCd as [I). Again." non-syllabic form is preferred 

whene"'ef a pn:a:ding schwa is observed. 

2.3 Vowels 

Two vowels. Ii 01, are represenled by symbols that included meir corresponding off-glides. 

This is because mey are usually realized as diphthO!1gs in American English. The four diphthongs. 

10.1 l.la"IJ,ll, and le11. are each represented as • single label with no separ.lte region defmcd (or 

the off-glide portion. "The rerroflexed vowell .. I is also represented as a single unil. This represents 

• departure from <he Inlernational Phonetic Alplulbet. which. would represenl <his steady-state 

vowel as dIe sequence IAr I. 
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Rt:daced vowels ale represented by four separntc: allophones: bade schwa (I ~ D, frtIIIt schwa 

({ I D, reaoflexed schwa (L:t I), and voiceless schwa (I ~ J). The decision tor [~ ) v. ( 1 J is 

based on whether the second formant is closcr to the fiat <r to the mini A low rhiId formant Jeads 

to / ""/. Sdlwas can often be devoiced in words sud! as "StC\IIe". 

English does !lOt distinguish phonemicaIIy bcrween the fronr.cd vowel /01 and the sundard back 

/U/; however the diffen:nce in F2 for the two forms C3II be as much as 800 Hz. We feh it was 

unsadsfaaory to group twO forms with such diverse formant frequencies inlo the same vowel 

cateiOtY. The decision is made as for schwa: if F2 is closer to Fl. it's consideted a bade /Uf. 

Similar tra1ds of fronting arc alSl> observed for /0/ and IU/ in catain environmenlS; however. me 

effect is most dramaDc for /U/. 

Ae I"=nr, we make no =pt to provide funher sul>-phonemic characrt:rizorions for vowels 

other than this fTontlback distinction for /Uf and the four schwas. For instance. rrumy vowels iIle 

nasalized when they arc followed by a nasal. or laceraliz.c:d when followed by an IV. Such 

infonnation would surely be useful. bur the decision-making process is prone to judgement error. 

and would require a significane increase in time and effon. 

2.4 Others 

We make 3. distinction berween fWO types of /hi: voiced ([ 1i ]) and unvoiced ([hlJ. The decision 

is based mainly on an examination of the waveform for clear low-frequency periodicity, and 

'pearogrnm for voicing striations. The voiced form is most common berween two vowels. 

Our label set includes 3 C:llegory "epenmetic silence," 1, which we use to mark acoustically 

distinct regions or wealc: energy sepa.r:u.ing sounds th:u involve a change in voicing. These shon 

gaps an: typically due to articul:uory riming enors. The most common occurrences of ruch gaps an: 

between an lsI and a semivowel or nasal. :lS in "small". "swift", or ·prince". Two other 

non-phonetic symbols are included: II is used to mark regions preceding and following a sentence. 

and 0 is used to mark pauses within a sentence. 

3. CRITERIA FOR BOUNDARY ASSIGNMENTS 

TIle acoustic-phonetic transcription for the TIMIT sentences is time aligned with the speech 

waveform. The alignment is useful in that specific :>coustic events c:ut be accessed conveniently 

based on the trnnscriprion. We must stress, however. that the aligned tnUlSCription is intended to 

establish • cofTespondence betWeen the tr:u!f>Criprion and import:lnt acousric !andrnarlrs. One shoold 

nor directly associate a region berween rwo time markl:rs as a distinCt phonetic unit, since the 

encodlng of phonetic informalion in the speech signal is extremely complic:ued. 

In most cases. the boundaries between fwO acoustic-phonetic events = cJe:u- and well-defined. 

such as thar between a stop closure and its release. However. there are a number of cases where the 

exact pJacement ofa boundary is problematic (as is the case between a seniivowe! and a vowel). or 

cases where it's not clear whether a region should be represented as one or tWO acoustic-phonetic 

Wlics (as is the case foe diphthongs). [n these =. we tried to define a sec of criteria that would be 

~matic :Itld IeasI subject to human enor, in order to prod,",e llotJndzy positionings that were as 
consistent as possihle. 
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As·mentioned pr.,.iousIy, we decided Ilut the boundary berween the closuJe inu:rval and the 

rele:lse of a srop is an important one thar should be assignc:i " is cenainly a very distinct landmark 

in the waveform. Anyone inleresred in srudying the burs! c:I\3lac!etistics of a stOp would then be 

able to focus 011 just th.nl!gloo !haI includes only the released poRion. In a Slrictly phonemic 

~, the clOSlUl! and release would be tq>rCSen1rd as a single unit. and Ih=fore thai 

o1tial boundary would renWn unmarked. 

A problematic boundary is one dlaI sepataleS a prevocalic SlOp from a following lCDlivowel, as 

in "truck." Typically, part of !he Irl is devoiced. and therefore is absorbed into the aspintion 

portioo of the SlOp. If lisrening were the only c:riterion, lIlen the left boundary of the /rJ would occur 

somewhere in the aspinllion, and <he right boundary would occur somewhr:n: after voicing onset. 

A clear acoustic boundary al <he point of voia ~ would remain unmarked. II would also be 

difficult to decide wbe", to mark <he boundary between <he stOp bum and the aspirated Ir/ portion. 

Since voice-<Jnset rime (VOn i. a parameu:r thar has been a focus of many research effortS, it 

seems 1l11S3Ii.siiIaory nO! to include a reliable mechanism for measuring VOT based on the labelled 

boondaries. Therefore, we adopcM the policy of 3.lways absotbing intO the stop release aU of the 

unvoiced portion of a following vowel or semiyowel. 

The boundary between mOllY semivowels and their adjacent vowels is rnrher iU-<lefmed in the 

wavefonn and spectrogram. bec~use tr:lnsidons ;ue slow and conrinuous. It is nOl possible 10 

define a single point in time chac separates the vowel from the semivowel. In such cases. we 

decided to adopt • simple heuristic rule. in whicb one-mild of rhe voc:Wc region is assigrlrd to the 

semivowel. thus giving the vowel twice the duration of the adjacent semivowel. Previous 

in'Vesrigar.ors h3ve also made use of such cons:iStenr rules for defining acouSllcJJly ambiguous 

boundruies (41. 

One obscure condition is a Its! or Id7.1 sequence. where typically there is linte or no spearal 

change 10 cbar.u;reriu a bound:uy between the homorganic SlOp and fri.calive. yet the onset of 

acoustic energy of the unit is sufficiently abrup< such rhar a N is heard. Our convention here is that. 

i! a clear N is heard. the early ponion of the Is! is mariced as a N release. 
When gemination occurs. we do nor altemp< to man a boundary between rhe fWO unilS. This 

siruarion occurs exclusively at word boundaries, as in "5OnI.! money.· Funhetmore. in <he case of a 

SlOp-stOp sequence where the first stOP is unreleased. the closure inrervat is assigned to the first 

SlOp and the release to the second one. 

4. PROCEDURES FOR TRANSCRIPTION AND ALIGNMEL'IT 

The transcriprion 31ld alignment ptocess inyolves three sragcs: 

1. AD acoustic-phonetic sequence is enrered manually by • tnnscriber as a String. 

2. 1lle speech waveform is alianed automaric:>.lly wirh the acoustic-phonetic sequence, using an 

alignment progr.un developed 31 MIT. 

3. The boundaries generued :wlOmaIic:illy are then hand corrected by experien<;ed acoustic 

phoneticians. 

4.1 Trnoscription 
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In bodt St:IgIOS I nnd 3. the lo.beller makes herJhis aeousti<;·phonetic decision based on c:u'tful 

Jisu&1idg 0{ portions of tile speech wavdonn. as weU as visual examinalion U<ing displays such as 

!be spectrOgnnt md rile original waYefonn. The process takes place within !be SPIRE software 
facility foc speech analysis. a powerfu.l interactive 1001 that is weJJ-nuw:hcd 10 rbis task (21. Stage I 

requires Jess inlensive use of SPIRE than SIaie 3. because it is only necessary 10 re<:<XtI what was 

bean!. wilhOUl ilknlifying !be time locations of the events. FlII'Ihmnon:, miDoc emllS at judgement 

made at rbis stage CIII be re:u1iIy corrected in stage 3. The labels C3I1 be entered either by typing or 

by IIIOUSing a displayed set. Fig=: I shows the SPIRE layout used for ent<ring the transcription. 

The c:ompleurl cranscription is shown in the lOp window 0{ this display. 

In g<ueraI. we ay to label what we hear/see. r.I1her than wh:J( we expec~ Thus. if a penon says 
"imput" for "input,· the rulSai will be nwked as an tml. However. in conditions of ambiguity. rite 

underlying phonemic fonn is selected preferentially. 

4.2 Automatic Aligrur.,m 

The alignment of • phonetic transcription wilb the co~ndjng speech waveConn is essential 

for maJring use of Ibe d:wlb ... in speech research. since time·aligned phonetic tr.Inscriptions 

provide direct access 10 specific phonelic eventS in the wavefonn. TrnditionaJIy. this alignment is 

done m:onuaJly by a a-ained acoustic.phonetician. This is an extremely time-consuming procedure. 

reqWring the expertise of one or a very small nurober of people. Therefore. Ibe amount of da!a thai 

can be labeled is limit<:d. In addition. manuallabeting oCuen involves decisions which arc highly 

subjcaive. and thus the results C!l!l vary substantially from one person to 3llOther . 
• Tr.tI1S1CTiplion alignment of the TIMIT database makes use of CASPAR. an automatic alignment 

sysu:m developed :Jl MIT. Descriptions of preliminary implemenr.u:ion of the sysu:m Can be found 

elsewhere (5.61. BasicaJly. the aJignmenl is accomplished by Ibe system in ~ st<:ps. First, e""h 

5 IDS frame of the speech da!a is assigned to one of five broad·dass labels: SOfID'ant. obsmunt. 

'Ioicul·consontJJU. na.tal.'voic~bar, and silence. using :1 nonpar:unetric partem cla.'i-~ifier. The 
assignment process m3lces use of a binary decision tree. based on a sec of acouscicaJly mOtivated 

feazures. Eadt sequence of identic:illy.labelled frames is then collapsed intO a segmenl of Ibe some 

labe~ thus establishing a bt-ood-class segmentmion of the speech. The OUtpul of the initial cl.1ssifier 

is then aligned wilb Ibe phonetic O"ansctiplion using a .. Mch srrau:gy with some lool:·abeod 

capability. guided by a few ""oustic phonetic rules. For those segments which correspond to tv.-a 

or mo~ phonetic events afler preliminary alignment. funher segmentalion is done using specifIC 

algorithms based on ialowledge of the phoneric contr ... rn some cases heuristic rules are invoked 

(as bet"'een a vowel and a semivowel) to assign consistent. t:m somewh:Jlllrlliuary boundaries. 

Ov..- the past two yem. 11010 ""'jar modifications of CASPAR have taken pI""e. FIrSt. rite 

alicnmem of the broad·class ""ousnc I~bels with the phonelic symbols has been ClSl into a 

probabilistic frameworl:. By using a large body of a-aining daIa. a sel of robust. cOlllext-dependenl 

and durarional Statistics were obtained. Second, a fourth module has been added to the system 10 

improve the resolution of the boundarie.s. This module compu"," approprinre acoustic attril><us :Jll 

high analysis rau: usin& different window shapes thar depend on the specific context'- The 

boundaries are then adjusted on these attribut<:s. 

In a formal evaluation. it was found that CASPAR can com:crly perform over 95% of the 

labelling task previously done by human tr;U1SCribers. The boundary locarions produced by the 
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S)'StCIIl ~ well wid! those produced by human transcribers. for example, over 7S% of the 
aulOllWical.ly genelllUld boundaries were wimin 10 msec of a boundary enlA:!Cd by a trained 

phonetician. 

Fiswe 2 displays the 0UIpUl for the 3CIIIalCC, "She had your darli: suit in i!USY .. ash Water alI 

year." The ttanscription ."d boundaries are overlaid on tbe spectrogram for ....., of 

examirwicn.Far Ibis eumple. most of the boundaries have been found coorectly by CASPAR. 

Noce, bowever, II\IIl boundaries axe missing in the [iIta:) 2quence of "She had: The wavefann 

displays the word "darlc" and the Is) of "suit." Nace tIw me initial boundary of !he first [d) is 

sli&tttIY 100 fat forwanl in time. 

4.3 PosI-Processing 

The finaJ step is 10 conect by hand any etroD in the automazic:illy aligned acoustic·phonetic 

sequence. Some of the errors axe due 10 the fact mar CASPAR is not obit! to deImnine certain 

boundaries. such as some of mose between two vowels. In oIher cases the boundaries may have 

been mispW:ed. 

Hand correction of the aligned transcriplion is based on critical listening of portions of the 

utterance as well as visual examination of the spectrogram 3Dd the wavefonn. The spectrogram 

covers close to 3 seconds worth of ~h at one lime, wbe~ .. the wavefarm is displayed on 3 

much mo~ «ponded time serle. For example, to accur.uely mark the onset of the release of a srop, 

the CUISOr is first positioned 00 the spectrogram ar the approxima!e point in time. The wavefonn 

display :rutomarically moves to synchronize in time wilb the CUTSOr, and 3 fine ·tuning of the 

boundary = be acbieved by mousing the exacl time point in the waveform. 

The mouse c:m be used wUh ease to move an existing bound:lry to a new point in time. to erose 

a boundary, or [0 insert a boundary. Furthermore, a specified mouse click on any segment allows 

the labeller to change the acoustic· phonetic label associated with char segmem. This step is 

sometimes necessary to cancer an ector of judgmJent in stnge I. 

An example of the screen layout used for the correction process is shown in Figure 3. The 

boundary for the [d] burst onset h"" been corrected. Missini bound:!ries were insened for the 

Uh",,] 2quexe. In addition. the boundories associ3led with the first [w) were e.tended on both 

sides. and an epenchetic silence was inserted hetw<en the r I ] and the foDowing [wi. 

j . CONCLUDING RElvlARKS 

Once the acoustic·phonetic rranscription has been aligned, if is rarber Slraightforward tQ 

propagaxe the alignment up to the orthe>gr.lphic transcriprion as weD as the inlermediare phonemic 

trunscription. A lime·aligned orthographic transcription is useful when sean:hing for a specific 

word, while a time·aligned phonemic tranSCtiprioo coo be used tD relate the lexical rep=tatioo of 

words to their acoustic realizations. For example, the lexical rep~ntation of the word sequence 

"gas shortaie" contains. word-finalisl and a word-initial I I i. whereas its acoustic realization may 

simply be a long B1. In this case, the time·aligned phonemic transcriprion will map the long 10 [S] 

both the underlying friC31ive. Researchers inlerested in studying the f'requcncy of occumnce of 

amain low· level phonological rules will thus be able 10 derive the information from these 

tIaJlscri ptions. 
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We have developed a SYSlem !hat maps a Iime-:I!igned acousric-phonetic =riprion .0 !he 

phonemic ond oltbogrnphic !!anscriptiOfls [71. How.ver. !he :dignmen[ effon for these 

Ir.U'ISCriJXion lags somewhat behind the phonetic alignment. In !he inrerest of expeditiously making 

as much data available [0 the interesre<i patties ... e hltve docided to provide tbese other 

!r.InSCriptions in futurI! teIea=. 
The IlaIISCription and olignmen. of !be TIMrr daJabase is a.m.ble project. At rbif writing. all 

of rhe sentences have beclI processed and delivtnd co the Narional B~an of Srandards. A 

significant portion of !he database is now available to !he genenJ public via magnetic rapes. and 

pbns for distributing !hem by way of compraa dlsc is weU under .. ay. Despite our best i1Kention !D 

provide as correq 4 set of u:msaiptiO<15 as possible. however. errors undoubtedly exiSlS. We mge 
useI'! of this database to communic:n.e errors to us wbenever possible. so that future usen can 
benefi1 ftom this effon. 

Finally, we woult1like!D thank DaY< pa1lctt,Jim Hieronymus. and <heir colleagues atN8S for 

the cooperarion. patience. 3I1d good humor thai !hey provided. Their help. particul.uly regarding 

data rransier. verification. distribution. 3I1d fending of( eager inquiries. have been indispensable '0 
thl5 project. 

The developmen, ofdle T!),\IT dar.:Wase ar MIT was supponed by the DARPA-ISTO under 

cOn= .sOOO3~-85-C-O]~I, as manimred by !he Naval Space 3I1d Warfare Systems Command. 

Major panicipallrs of the project at MIT include Carine Biddey. K:lty Isaacs. Rob Kas..,l. Lori 

lmlel. Hong Leung. Srephonie Seneff. Lydia Volaitis. and ViCtor Zue. 

[11 Fisher. W.M. 3lld G.R. Doddington. "The DARPA Speech Recognition Re..,art:h Database: 

Specification and SI"toS." Proceedings of the DARPA Speech Recognition Workshop. Palo 

Alto. CA, February 19-:0. 1986. pp. 93-99. 

[2J Zue. V.w .• D.S. Cyphers. R.H. Kassel. D.H. Kaufman. H.C. Leung. M.A. Randolph. $. 

Seneff. J.e. Unverfenh. m. and T. Wilson. -The Development of the MIT LISP-Machine 

eased Speech Rese3l'ch Work..".tian: Proceedings oi ICASSP·86. Tak;yo. Japan. Apr. 8·11. 

1986. 

[31 Lamel, L.F .• R.H. Kassel. :md S. Seneff. "Speech Da",base De,elopment: Design and 

Analysis of the Acoustic-PIIaneric Corpus." Proceedings of the DARPA Speech Recognition 

Work:. shop. PaJo Alto, CA. February 19-20.1986. pp. 100·109. 

[4/ Pe!ersaP. G.1l!Id I. uhis",. "Duration of Syllable Nuclei in English: 1. ACoOSt. Soc. Am .. 

Vol. 32. 693. 1960. 

[51 Leung, H.C.and V.W. we. "A Procedllre for Automatic Alignment of PIIonetic Ttanstriptions 

with Continuous Speech: Proc. ICASSP 84. pp. 2.7.1 -2.7.4. March 1984. 

[61 Leung, H.C .• "A Procedure for Automotic Alignment of PIIonecic Tratlscril'cions wlIh 

Continuous Speech: S.M. Thesi •• Department of Electrical Engineering and CamPo",r 

Sc~nce. Massachusetts Institute of Technology. January J 985. 

[7J Kassel. R.H., -Aids for Ihe Design, Acq"isirion. and Use of Large Speech Dat~s: S.B. 

Thesis. Depanmenc of Electrical Engineering and Computer Science. Massachusetts Institute 
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of Technology. May 1986, 

Noces 

p I ? I 'J!. b b I 
t / t / I d d I 
k k / q g I 
p-' 9 / Symboi.-.;. b' / 6 i Symbol·s.iillt-D 
l' al ! Symbol-i d' / T I Symbol-, 
:<, 8 I Symbol-p <1/ = I Symilol-: 
[ "1 F / 1 ? I 

Nasals 
; m i m / ..1 m I M , 

11 I :t I ~ II I 1'1 I 

q i G , JI ....9....l :I' I SymDoi-siilit-P , I < I Symbol-shlit-E ~ 

FrlC6' lTes 

s ! s I ~ / 5 i 

Z ! z i i • / z I • 
~ / c I I J I J I 

" I - I / 0 I D I / -
f I 

, 
I j '/ I v / 

, , 
Llqwds .. Gha.e, .. Silence, and ., 

'( 

a , Symbol-;iilit-L II ~ I C , S)'ll:Dol-t 
" / :1 ii I H 

Vowels 
E :) ! I I 

" 
, 

;! " 
j - i / I " I 

tl I u I I u I U / 

? I it I I u / : I 
iJ I Y I / '" I 0 I 
01 / • I ~ i1 / i / 

,," I w I n <i' 0 I 

• I % I 
" 

~ X / 
I I ! , K '1 7 / SymDoi-.hift-G 

Table 1: A Ii« of the acou.<Iic phoru:ric symbols used for the ttanscriptian of the TIMIT database 
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=:....~:-;-:'":.;-:·.~·: · .~, ·t·_,_: .. ·.". ,·1' '~t .. :" ••. 
_, .. " • ., ••• .•• tI' .. .. ,.,,"'.~ _ •••• 6 _, •• '.6' 

- ,_I. ~~.,~.,..,# 

-"" a:i5&ii 

~ .6t:66 

. . . . . 
1.164' 

.. 
I' II 
.! 

. 1 i 

.;1 ii i 
;i!~ 

...... ....... , .~ .... , ..... . _- .'.'- '--'--"'-

Figme 1: SPIRE la}'Oll' for <meting the arousti.c-phoncric transcription . 

•• "" • .l __ •• "~':N . .. _ '" ".~. , 

Figure 2: SPIRE layout showing the :Ilignm<1lt produced by CASPAR. 
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~. , ... ... ... ... . 

3.6006 

............ ' 

~ ! • 
i! .. 
. i 

. I i " 
, : I 

:s;;;; __ • __ ..... _I , .. ...-_." __ .... 

... . _ .... ..:.:, ..... __ .... _ .... _. 
Figure 3: SPIRE layout showing the aligned mmscrlprion foUowing post-processing. 
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S.2 Notes on Checking the Phonetic Transcriptions 

The phonetic and orthographic transcriptions have been re-checked before this release. 
The aim in checking these transcriptions was to correct any blatant errors, often due to 
mistyping, and to make the transcriptions a bit more consistent. The phonetic 
transcriptions were checked at MIT using the SPIRE system (Zue et aI., 1986). The 
phonetic transcription of any utterance is highly subjective, particularly with regard to fine 
phonetic distinctions, such as the exact vowel color and the partial devoicing of voiced 
consonants. 

The orthographic transcriptions were checked primarily for spelling errors and to ensure 
that the transcriptions were accurate. Occassionally an orthographic transcription differs 
from its corresponding text prompt. 

All comments received on the phonetic transcriptions were reviewed and taken into 
consideration, although the transcriptions were not neccessarily changed accordingly. We 
would like to thank all of the people who took the time to send comments to us, 
particularly Mike Riley and his colleagues at Bell Labs who sent us the most extensive 
remarks. 

The following notes, written by Lori Lamel (who checked the phonetic transcriptions for 
the CD-ROM), summarize the most common changes made to the phonetic transcriptions 
and attempt to fill in details missing in the article by Seneff and Zue. They are not meant 
to be a comprehensive description of the transcription process; see the article in the 
previous section for more details on the transcription process and protocols. 

5.2.1 Acoustic-Phonetic Labels 

Stops: 

• Stop-stop sequences are often realized with a single closure and a single release. For 
example, "big boy" is often realized as /bcl b ih gcl b oy/, with the Igi being unreleased. 
Generally the closure interval is given to the first stop and the release to the second, 
unless it is clear that there was no gesture towards the first stop. For example, if there 
are clear labial transitions at the end of the lih/, the sequence would be transcribed as 
/bcl b ih bcl b oy/ . 

• The glottal stop Iql is used to denote several different types of acoustic-phonetic events, 
leading to some apparent confusions. A stop. typically It!, may be realized as a glottal 
stop. In this case, the signal is carefully reviewed to ensure that there are no alveolar 
formant transitions and that one really hears a glottal stop. When a It! is transcribed 
as a glottal stop, no closure interval is marked. 
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/q/ is also used to mark the glottalization found at the beginning of a word starting with 
a vowel, or the glottal stop or glottalization that may be used to mark a vowel-vowel 
boundary. The Iql is not used to mark non-event specific glottalization, such as may be 
found at the end of sentences, or as may be characteristic of the speech of some 
speakers. 

• Stop closures are not marked after pauses, except in the few cases where there was a 
pause, followed by clear prevoicing for a voiced stop. 

• Nasal-stop sequences are sometimes transcribed without a closure interval for the stop. 
Thus, "undo" may be found as luh n dcl d u/ or as /uh n d u/. The latter case occurs when 
there is no visible weakening in the nasal murmur prior to the stop release. 

• There is a relatively broad use of flaps in the transcriptions. Flaps may be as long as 
40-50 ms at times, or even contain a weak, line-like release, if they are heard as a flap. 

• Fricative-like allophones of voiced stops are transcribed as having only a closure interval, 
since there is no visible release. While it might be more realistic to transcribe fricative­
like voiceless stops with only a release portion, they are typically transcribed as only a 
closure for consistency with the voiced stops. 

Nasals: 

• Sometimes, particularly when followed by a voiceless consonant as in words like "can't" 
and "dance," there is no segment corresponding to the nasal murmur and the only 
evidence of the underlying nasal is found in the nasalization of the vowel. Since there 
is no symbol in the set to mark the nasal in this way, a small nasal segment is marked 
when a nasal is heard, even if it is almost impossible to locate the nasal in the signal. 
In this case, the last 1-2 pitch periods of the preceeding vowel are labelled as the nasal. 

Liquids and Glides: 

• Post-vocalic Irl is typically transcribed using the syllabic symbols, lerl or laxrl, depending 
on the stress. This convention is used since the post-vocalic Irl is acoustically more 
similiar to the syllabic than the consonantal form. This does not necessarily mean that 
there are two syllables present. When a post-vocalic Irl occurs intervocalically, it is 
transcribed as Irl if there are good initial-/rl transitions into the following vowel. 

Vowels: 

• Since fine distinctions In vowel color are highly subjective, the vowel color was left 
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unchanged except when the verifier strongly disagreed with the label. Thus, there may 
still be many differences of opinion in whether a given vowel is an laal, laol, or lowl, and 
in distinguishing between the use of liyl and lihl, etc. 

• In general, Ir/-color greatly affects the quality of the vowel. It is hard to distinguish 
between low rl and lao r/. The vowel preceeding Irl in words like "ear" and "year" has 
been systematically transcribed as lih/. Occassionally, a speaker pronounced an extreme 
liyl in this context, and the vowel is so marked. Under these conditions the word may 
be pronounced with two syllables (/y iy erl). Similarly the vowel in words like "wear" has 
been labelled leh r/. 

• Schwas are liberally used in the transcriptions to represent unstressed and reduced 
vowels. As a reminder, four types of schwas are used. The use of lax! or Iix! is based 
on the position of the second formant: if it is closer to the third formant Iix! is used, 
otherwise lax/ is used. A devoiced schwa (lax-hI) is marked when there is no "vocalic" 
portion or when there are only 1 or 2 pitch periods visible in the waveform. laxrl marks 
the observation that the third formant is low, indicating retroflection. Schwa off-glides 
are marked only when they can be heard or seen as a syllable. 

• The fronted-/uwl (ux) is found in the transcriptions even though it is not phonemically 
distinct in English. Sometimes the first part of the vowel is lux/-like and the end part is 
luw/-like. In some of these cases, the vowel had been transcribed as a sequence of two 
vowels, lux uw/. Since there is really only one vowel present, these transcriptions were 
changed. If the lux/-like portion was longer than the luw/-like portion, or if the second 
formant never really got close enough to the first formant, the symbol lux/ was used. In 
other cases, the vowel was labelled luwl, despite the fronting at the onset. 

Frica tives: 

The labels used for the fricatives were not discussed In the Seneff/Zue article. Some 
comments may help to clarify the transcriptions. 

• Voiced fricatives have a tendency to be devoiced in English, with the primary cue to 
voicing carried in the segment duration. Thus voiced fricatives are labelled as such even 
though vocal fold vibration is not present throughout the segment if at least one of the 
following holds: 

(1) there is evidence of vocal fold vibration during part of the segment, 
typically found at the beginning, or 

(2) the segment duration is short relative to the voiceless fricatives in the 
sentence, or 
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, 

(3) the duration of the preceeding vowel is lengthened. 

In some cases the voicing characteristic may be very hard to determine and 
disagreements may arise, particularly when the fricative is part of a cluster or sentence­
final. 

• Fricative-fricative sequences often show modification. For example, the sequence Is shl 
is most often seen as a long Ish/. When the lsi is visible, it is labelled. Similarly, a voiced 
fricative preceding a voiceless one is often devoiced. /z sl is usually seen as a long lsi. 
The Izl is marked only when voicing is evident, and the lsi begins where the periodicity 
ends. 

• Some speakers tend to produce stop-like allophones of the weak fricatives. These are 
typically transcribed as the weak fricative, recognizing this as an allophone. Sometimes, 
however, there is evidence of a very clear stop closure, followed by a stop-release-like 
fricative. In these cases a stop closure has been marked in the transcription. A Idcll is 
used before Idhl and a Itcll before Ith/; for the other fricatives a homorganic stop closure 
is used. 

• There may be a small period of silence between a nasal and a fricative. Homorganic stop 
closures have been used to mark this interval in the place of epenthetic silence. 
Sometimes a stop release is also inserted. This process is known as homorganic stop 
insertion and is transcribed as a stop. 

5.2.2 Boundaries 

Few adjustments were made to segment boundary locations. Severe misalignments (a 
relatively rare happening) were corrected. The most common boundary change was the 
adjustment of the start location of a stop release, which occassionally cut off the beginning 
of the release. 

5.2.3 Disclaimer 

Phonetic transcriptions are inherently extremely subjective; thus, we expect that there will 
always be disagreements with some of the decisions made in transcribing and checking 
TIM IT. Our goal was to provide a relatively broad acoustic-phonetic transcription where 
the most reliable acoustic landmarks have been marked. The re-checking of TIM IT, aimed 
at correcting relatively blatant errors and not at making finer distinctions, represents about 
200 hours of human-interactive time, and as such is a task subject to error. We hope to 
have minimized the transcription errors in TIMIT and to have made the transcriptions 
more consistent. 
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5.3 Notes on Automatic Generation of Word Boundaries 

This section describes the program used to automatically associate word boundaries with 
phonetic segments. The program is similar in concept to the work of Kassel (1986). 

5.3.1 General Methodology 

The automatic generation of word boundaries IS accomplished uSlDg the following 
algorithm: 

(1) A phonemic transcription of a sentence is generated from an orthography 
by concatenating the phonemic form of the lexical entry for each word. 

(2) The resulting string is then aligned with the phonetic transcription using 
a dynamic programming-based string alignment program (available from 
NIST) with weights based on phonetic features. 

(3) After alignment, the word boundaries in the phonetic string are inferred 
from the phonemic string by applying a set of phonological rules. 

Automatically-generated word boundaries using the above algorithm agreed with 96% of 
the available human-checked boundaries on a sample of 4000 sentences. 

5.3.2 Alignment Procedure 

The alignment of phonemes and phones is performed using a dynamic programming string 
alignment algorithm to determine a mapping from phonemes to phones which minimizes 
a distance function. The distance function which was used, technically a weighted 
Levenshtein metric, is a weighted sum of all insertion, deletion, and substitution operations 
necessary to edit the phoneme string into the phone string. The weight of each elementary 
operation is the sum of the phonetic features that are different between the mapped 
phoneme and phone. By convention, deleted phonemes and inserted phones are mapped 
to "null", a symbol defined as having no phonetic features, so that their contribution to the 
distance is the number of phonetic features defining them. The alignment code using this 
concept of phonological distance was reported on at ICASSP90 (Pallett et a\., 1990) and 
is available from NIST. 

5.3.3 Phonological Rule Post-Processing 

The following rules are applied to the aligned phonemic and phonetic strings. If the rule's 
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preconditions are met, the rule is activated (or "fired") and the word boundary is modified. 
This modification can add, delete, orphan, or share phones at the boundary. The rules are 
listed below in the order of precedence in which they are applied. Only one rule is active 
at a time. The rule format is: 

[precondition] : [phone sequence] -> [phoneme sequence] 

where "
->

" means "is mapped to". 

Disclaimer: While this rule set is likely to be incomplete, we feel it provides adequate 
agreement with human-checked boundaries. 

Rule 1: Omhanization of silence periods 

The phones in the set {h#, pau, epi} were orphaned unless the alignment routine 
matched them with a word final phoneme. 

[any context] : (pau) -> 0 

Rule 2: Omhanization of glottal stop insertions 

If a glottal stop was inserted between a word final vowel and the following word 
initial vowel, it was left as an orphan phone. 

[(vowl q vow2)] : (q) -> 0 

Rule 3: Stop Closure and Release Merges 

The phonetic transcription and phonemic representations differ with respect to the 
representation of stops. In the phonemic transcription the stop is a single token, 
while in the phonetic transcription stop closures are marked separately from stop 
releases. This rule searches for a "closure release", e.g. tcl-t, bcl-b, dcl-d, that spans 
the inferred word boundary. If this condition occurs, the boundary is shifted to 
include both phones in the proper word. 

[any context] : (tcl t) -> (t) 
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Rule 4: Sharing of geminate phones 

MIT's phonetic transcription convention for geminate phones, i.e. where the word 
final and word initial phones were identical, was to mark them as a single segment. 
This rule adjusts the word boundaries to allow this single phone to be shared. 

[geminate phoneme (m m)] : (m) -> (m m) 

Rule 5: Sharing word final and initial vowels 

Word final vowels followed by word initial vowels were occasionally transcribed as 
a single vowel segment. Typically at least one of the 2 vowels was unstressed. This 
rule searches for a missing vowel at the inferred word boundary, then forces the 
remaining vowel to be shared. 

[phoneme (vowl vow2)] : (vow) -> (vowl vow2) 

Rule 6: y-Palatization sharing 

A fairly common phonological transformation is y-palatalization of stops and 
fricatives across word boundaries. In this case the underlying phonemic sequence 
of (d y) may be manifest phonetically as (del jh). 

The following set of rules account for these phon omena. 

a. [phoneme (d y») : (del jh) -> (d) 
(jh) -> (y) 

b. [phoneme (t y») : (tel ch) -> (t) 
(ch) -> (y) 

c. [phoneme (s y») : (sh) -> (s) 
(sh) -> (y) 

d. [phoneme (z y)] : (zh) -> (z) 
(zh) -> (y) 

In cases ( a) and (b), sometimes the elosure interval is missing, and the d, t are aligned only 
with jh, ch. 

52 



6 Reprints of Selected Articles 

This section includes reprints of the following three TIMIT-related articles that appeared 
in the proceedings of DARPA Speech Recognition Workshops. 

Fisher, William M., Doddington, George R., and Goudie-Marshall, Kathleen M. (1986), 
"The DARPA Speech Recognition Research Database: Specifications and Status," 
Proceedings of the DARPA Speech Recognition Workshop, Report No. SAlC-86/1546, 
February 1986, Palo Alto. 

Lamel, Lori F., Kassel, Robert H., and Seneff, Stephanie (1986), "Speech Database 
Development: Design and Analysis of the Acoustic-Phonetic Corpus," Proceedings of the 
DARPA Speech Recognition Workshop, Report No. SAIC-86/1546, February 1986, Palo 
Alto. 

Cohen, Michael, Baldwin, Gay, Bernstein, Jared, Murveit, Hy, and Weintraub, Mitchel 
(1987), "Studies for an Adaptive Recognition Lexicon," Proceedings of the DARPA Speech 
Recognition Workshop, Report No. SAIC-87/1644, March 1987, San Diego. 
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THE DARPA SPEECH RECOGNITION RESEARCH DATABASE: 
SPECIFICATIONS AND STATUS 

William M. Fi.her 
George R. Doddington 

Ka~bleen W. Coudie-Warshall 

T.x~ Instruments Inc. 
Computer Science. Center 
P.O. Box 226015. US 238 
Dallas. Texa. 76266 . USA 

Tel. (214) 996-0394 

ABSTRACT 

!hi. paper describes general 8pecifi­
ca~lon8 and current .tatu. of the speech 
database. that. Texas Inatru.aents (TI) 1s 
colleceing to .upport the Darpa speech 
recognition research effort. Emphasis is 
placed on the portion of the database 
development work that 1I is specially 
responsible for. We give specifications 
in general. our recording procedures. 
theoretical and practical aspects 01 sen­
tence selection, selected characteristics 
o£ .elected sentences, and our progre~B in 
r.cordl~. 

1. INTRODUCTION 

This paper i8 a report on the speci­
fication and current status of the York 
done by Texas Instruments, Inc. (TI) on 
Darpa-funded Acoustic Phonetic Database 
development as of the early par~ of 
February, 1986. It is meant to be co~ple­
mentary to similar reports from other 
groups included in this volume. 

2. GENERAL SPECIFICATIONS 

Originally three data bases were 
planned: -stress ,- -acoustic-phonetic ~ 
and -t&8k-specific .- The stress data ba~e 
was to investig&te variations of speech 
with stress, and would be done primarily 
by AFAMRL. The acoustic-phonetic data­
baae, to be done by TI in collaboration 
with WIT and SRI. was intended to uncover 
general acoustic-phonetic facts about all 
major dialectB of continental u.s. 
English. And the task-specific data base 
providing data for the study of the effect 
on speech recognition ot limiting domain 
of discourse, would be defined later. At 
our l .. t meeting. there WAS a consensus 
that the t&8k-.pecific data base should be 
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folded into the acoustic-phonetic data 
bale , becomiqg one ot the later phase •. 

The acousti~-phonetic da~a base is 
phased BO that a small amount ot speech 18 
initially recorded from a large number of 
subjects . folloYed by succes8ively larger 
durations of speech from tewer subjects. 
culminating in two hours recorded trom 
each of two subjects. MIT and SRI have 
helped UB design the material to be read 
by 8ubjecta. Figure 1 below shows the 
current goneral specifications for this 
data base. 

3. RECORDING PROCEDURES 

3.1 STEROIDS 

Thie large scale database collection 
would be difficult or impossible to col­
lect without ~e VAX Fortran automated 
speech data collection system developed 
here at TI. called the STEReO automatic 
Interactive Data collection System, or 
STEROIDS . Use of STEROIDS requires a 
seereo DSC 200 sound system directlr 
connected to 2 DSC 240 audio contro 
boxes, one for each of the 2 channels of 
stereo input . <No Ilul tiplexor ia used.) 

StEROIDS uses a file called ~e 
Vocabulary Waoter Libr~y (VWL). The VWL 
file is a formatted direct access file 
which containa records holding data for 
each utterance in :I. recording session; 
the text of the prompt, & speech file 
name. and variables holding the number of 
recorded versions and which one is best. 
A prol1pt nay be any t.ext. l!It.ring lel!ls than 
133 characters long. 

When STEROIDS i8 executed. it first 
reads in values for several par~eters 
that effect its decisions about when each 
utterance begins and ends. and a name for 
the subject. It then , und~r the control 
of ~he director. displays prompts to the 
SUbject and records hie responses in 
speech files. The director may listen to 
recorded versions, decide which version 18 
best. and re-prompt. 



Recording conditions: 
o Low noise (acceptAble to NBS) 
o 2 channel recording: 1 noise-cancelling (Sennheiser) mike. 

1 far-field pres6Ure (Bruel and Xjaer) mike. 
o Subjects exposed to 76 dB SPL noise through earphones 

St.yle: 
o Read .trom prompt.s 

il&t.erial : 
Phase 

1 
Speech/Subject 

30 site. 
• Subjects 

630 
Cont.ent.s, etc. 
Broad Phone~ic Coverage 

2 2 IIdn. 
3 S lOin. 
4 30 D,in. 
& 2 hr •. 

160 
40 
10 

2 

"/Standard Paragraph 
"/Explicit Variations 
Interview Format 

Figure 1. General Specifications of Acous~1c-Phonet1c Database. 

3 .2 GENERAL PROCEDURE 

We created and ran a program. which 
read sentences and sentence assignment. 
and made 630 VJIL file.. Our recording 
procedure ~en take. tive steps: 1. At 
the beginning of each day; calibration 
toones are recorded from bot.h channels; 2. 
For each subject, one of the 630 V»L tiles 
is copied ~ his naaed Bub-directory and 
STEROIDS ie used to collect. his data; 3. 
At the end of the day, a REDUCE procedure 
is run on all data collected that day, 
which produce8 the files that ye send out; 
by splitting the initia1 stereo file into 
t.o mono files. de-biasing each, high-pass 
filtering the BK fil. at 70 Hz . . and 
do .... -.aapling oach to 16,000 s&IIpl •• per 
lecond.; 4. A backup procedure i8 t.hen 
run, which make. three tape copies of tho 
VWL file •. the calibration tone files, and 
all the speech files recorded on that day; 
and 5. The disk is cleaned up for re-use 
by deleting the files that were pu~ onto 
tape. One copy of the back-up tape is 
then Bent to NBS. 

Dat.a on each SUbject recorded in each 
session i_ added to an ASCII text file for 
docUIlentation. 

3.3 NOISE 

After the sound booth waB moved to 
tho third floor of the Nort.h Building. .. 
very large noise signal was observed 
coming from the combination BK power 
8upply and preamplifier. At first. this 
noile "as t.hougb.t to be 'the result of a 
defect. in the amplifier, but. the BK 
.ervice center could lind no proble~. It. 
was then that. we realized that the noise 
was actually an acoustical signal being 
picked up by the microphone. Figure 2 
shows the spectrum of the noise signal 
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beloy 500 Hz for a 5 second segment of 
-silence-. The spectrum ia flat from 300 
Hz up to 10 kHz. (The spectrum of t.he 
signal from the Sennheiser noise-cancel­
ling microphone is flat from DC to 10 kH2 . 
which indicates that the noise-cancel­
lation property .nd the low-frequency 
roll-off of the Sennhei.er ia adequ&te to 
rendor the acoustic rumble of no 
consequence ~or this microphone.) 

IK,-----~----._----._----_r----, 

""""'" -"" 
Figure 2 . Amplitude Spectrum of 
Acoustic Rumble. Recorded in the 
TI 80und booth over a 6 second 
period of -silence.-



With con.ul~a~lon from an Acoustical 
engineering consule&nt it was judged that 
the acoustical noiae in our double-walled 
Bound booth 1. beiDg introduced br 
mechanical vibrationa tran.uitted through 
t.he floor. Opinion varies as to t.he 
amount of reduction that. may be achieved 
by better isolation from ~e floor. from 
Ie.. than 3 dB to more than 20 dB. 
Current plans are to install an air sus­
pen.1on vibration isolation mount system 
under the 80Wld boot.h t.o reduce the rumble 
as .uch .. po •• ible. 

A. an interim 801ution, a 1581-point 
FIR filter ha. been daaigned ·to provide a 
high-p ... tl1t.er funct.ion, with a cut-ott 
at 70 Hz and an in-band ripple of 1 •• s 
t.ban O. 1 dB above 100 Hz . U8ing thi. 
filter. reasonably acceptable SIN ratiOS 
have been achieved during data collection. 
The following SIN ratios have been 
me .. ured. using seventeen subjocts' (nine 
men and eigh~ women) u~~erances of .en­
tenee SAl. 

Condit.ion 

No HP 
70 Hz HP 
200 Hz HP 

ENrms 

421 
95 

4 

SNavK: 

8dB 
21 dB 
48 dB 

SNpk 

16 dB 
29 dB 
66 dB 

Table 1. Raw SIN Ratio •. 

Ezplanat.ory notes for Table 1: 
ENrm8 is the RWS energy of t.he noise; 
SHavg is ~he average SIX ratio , signal 
.~ergy being computed a8 the average 
RUS 8ignal value over the entire 
u~t..rance: SHpk ia t.he peale SIN 
rat.ioD, aignal energy being computed 
as th. peak RWS signal value in a 30 
JUlcc. Hamming-weight.ed windOW' .lid 
acrosB t.he u~terance. 

During t.his tabulation 1~ was noticed 
t.hat the RKS energy for men's utt.erances 
averaged 4 dB great.er than tha~ for women. 
There are variat.ions of signal level with 
ap.aker and with ut.terance, of course. and 
the we&kest. of the 8even~een utter~ce8 
used for this tabulation showed an average 
SIN ratio of minus 1 dB for the original 
signal. 

The effective SIN rat.ios for speech 
proceasing and listening or perceptual 
purposes will be somewhat higher for the 
no high-pass and 70 Hz hi~-pass results 
listed above, because typIcally & pre­
empha8is i. performed on ehe 9peech signal 
bet ore further processing. and because the 
human ear 18 progressively leRs sensitive 
to sound a~ frequenci •• below 200 Hz . For 
a preepph&sis cons~ane of 1.0 (&t a 
sampling frequency of 16 kHz)~ the S/N 

. ratios were measured as follows : 
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Condition 

No HP 
70 Hz HP 
200 Hz HP 

ENrl1s 

6 
4 
3 

SNavg 

36 dB 
39 dB 
41 dB 

SNpk 

46 dB 
50 dB 
52 dB 

Table 2. Pre-emph&8ized SIN RatiOB . 
Symbols are Rame as in Table 1. 

4. ACOUSTIC-PHONETIC DATA BASE PHASE 1 

4.1 GENERAL 

The sentences const.ituting the phase 
1 material will have a mean value of 
expected reading time of 3 seconds, 80 

tha~ oach of the 630 8ub1ects reading ten 
sentences will 6ive us the specified 30 
Reconds per subject ot speech data. 

A1t.o~ether 630xl0~6300 sentence 
tokens w111 be collected. The sentence 
~ype8 are divided into three sorts: 1. 
Two -dialect- or -calibration" sentences; 
2. 450 ·WIT- sentences; and 3. 1890 -TI" 
a.ntence. . Each subject. reads both the 
dialect sentences. a selection of five ot 
the MIT sentences, and a selection of 
three TI sentences. Each WIT Bentence 
will be read by seven speakers and each T1 
sen~nce by oue. This variation in the 
number of subject.s reading differen~ a&n­
tences is a compromise between the 
desiderata of breadt.h and depth of phone~­
lc coverage acroaa SUbjects. 

The dialect sent.onces were devised by 
SRI and the WIT 8~eence. by MIT, who will 
report separately on t.heir design. 

4.2 THE Tr NATURAL PHONETIC SENTENCES 

Our strategy in selecting our 1890 
.entencea was almo_~ identical to one we 
reported on earlier [1): uae a computer 
procedure to select from & large or 
in!in1te set of sentences a subaet that 
meets certain feasibility criteria, trying 
to optimize &Il objective function ot the 
8elec~ed sentences. The ideal set of sen­
tencea to dray from in this ca_e 1s the 
set of normal. aeceptable American Eng1i.h 
sen~nces. Lacking an off-the-ahelf gram­
mar of au!ficient generality, we ap­
proximat.e th1~ set with the largest set of 
American English aentences in coaput.er 
readable torm t.hat we know of, the -Brown 
Corpus [2J .- Responding to concerns of 
some in the DARPA Database SIC that theee 
sentences yere ·WTitten~ English instead 
of ·spoken- English. we augmented our 
final pool of sentences from this corpus 
with 136 sentences 01 playwrights' dialog 
from the corpus published by Hultzen at 
a!. [3] . (We are not concerned that our 
sentenceB are too -written-: the 
alternative. naturally ·spoken- &ent.ences. 
are replete with run-on aentenees. 
self-corrections. and ungrammat1ca11ty.) 



There may be lomo alight d1acrepency 
between the original written form of ~he8e 
Hultzen len~ences and the form in which We 
use them, aince we reconatructed their 
spellings from the phonemie traneeription. 
published in the 'Hul~zen book using TI 
otf-the-shelf epeech-to-text technology, 

A seriee of programs was execu~d 
th.t produced a file of poin~er. to ~he 
beginnings of .entencea in the Brown 
corpus, then filtered out sentences from 
this eet until about 10,000 Yere left in 
the •• lection pool. Sentences yere 
• liminated 1f they were over 80 character. 
long. included any proscribed word., or 
included character, other t.han letter. and 
punctuation. This pool was augmented with 
136 Hultzen sentences . 

The fixed Bet of sentences -- the two 
dialect sentences and the reviaed set of 
'50 sentences that TI received fro. WIT in 
the middle of November -- were transcribed 
phonemically by TI·. best o!f-~he-shel! 
tftxt.-to-phoneme program and, after careful 
checking by two experts in phonetics ~d 
phonology. file. of allophonic transcrip­
~ion. of the~ were computed &8 described 
below. The .. elect.ion progr&ll. assumed thi. 
.et of ut~r~c.. as a b .. e to build on in 
the selection of the 1890 TI sentence •. 

The •• Iection pool of 10,000 sen­
tence. was prepared in & similar way, 
except that. it wa. not fe~8ible to 
hand-check the transcript.ion •. 

The .election progr&m acce.se. ~e.e 
allophonic tr&n8crtption file •• in addi­
tion to a tile of pointerl to sentences 
that bave previously been select.ed and one 
of pointers to sentences that. have been 
manually zapped (ruled oue). Ie produce. 
a ne,.. ver.ion of t.he sentence select.ion 
file . Both the .entence selection file 
and the zapped •• ntence file are in ASCII 
text file format 80 that they can be 
maniplllated with a text editor. One of 
the prograJll's typed-in paraJDe:ter. tells it 
how many sentences to select. The program 
YOLS run in a series of batch jobs, each 
typically selecting an additional 100 or 
80 sentences. The additional sentences 
.elected in each batch run were examined. 
and un&Cceptable ones were stricken from 
the selected sentence file and added to 
the z.pped lentence file before the next 
run. 

The internal procedure used. by the 
progr&m 11 this: 

1. Build the initi~l version 
ot the dat~ .tructure holding pho­
netic data on the .elected sen­
tences by reading in the dialect 
sentonees weighted by 630. the ~IT 
sentences weighted by 7, and ~he 
previously selected TI sentences 
.. eighted by 1; 

2. Repeat thiB until this 
run·. quota of eentences h •• b.en 
selected: 
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a. Scan through a liat of 
prolpective aentencea lroD the 
pool 01 unaelected and unzapp.d 
.entences. calculating for .ach 
the increase in the phonetic ob­
ject.ive function under the 
hypothesi. that the s.ntence i. 
added to the .elected .et, 
remem.beri.ng, tone oue pTod:ucing t.b.e 
highest va.-Iue; 

b. Add the remembered aen­
tence to the selected sentence 
list . 

S. Write out the ney version 
of .entence .elections. 

The progrloD kno.s two buic way. of 
lIa.king a list of sentenc •• trOD. the pool 
for exazaination : 1. talce If (typically 
.(00) randal). grabs; and 2. look at them 
all. This option 1. selectable by the 
user, .nd both were used in actual runs 
.elec~ing sentence.. The first .i. fa6~r 
and les8 optimal than the •• cond . 

4.3 CONTROL OF AVERAGE UTTERAHCE DURATION 

In order to control the average 
duration of utterance.. a heuristic was 
used ; lb. expected speech d\lX&tion of 
each •• ntence was calcul.~ed using the 
formula 

SPDUR .. -0.0928 + .06302 • HLETTS 

where NLETTS is the number of letters in 
tho spelling of t.he sentence and SPDUR i8 
the speech duration 01 the sentence in 
units of seconds. This formula wa. 
derived by the least-aquared-error ~it. of 
a linear function to .peech duration data 
obtained from a previously collec~d data 
baae of continuoua speech; 750 sentenc •• 
fro. each of eight SUbjects, half male and 
half feaale. The mean value of .peech 
utter&nc. duration 01 the current .elected 
sentence eet waa kept t.rack of, and if it 
wa. lower th~ the target duration (three 
.econde) minu. a tolerance. the next sen­
tence selection was taken from a list of 
longer-than-average pool sentences; if the 
mean speech duratIon was greater t.han the 
t.arget plus a tolerance, the next selec­
tion was from the sub.et of ahort pool 
.ontencea; and if within the tolerances. 
any of the 10.000 pool aentences could be 
selected. The tolerance used in the final 
lol.ction .&11 11. 

4.4 OBJECTIVE FUNCTION 

The function 'that. 18 used to measure 
tn. aggregate phonetiC coverage of the set 
of .. elect.ed utterances. called -allophone 
information-, ia: 

Iala SUM(Ni*LOG2(Nl/Neot» 



where Nt 1s the frequency of phonetic 
unit 1 &nd Ntot 18 the tot.&l nUll.ber of 
phonetic units in the ut.t.erance set. A 
user-specified switch det.rmines whether 
the funct.1oiJ. 18 used in ita absolut.e fora 
&S given above, or normalized by dividing 
by the number of letters in the BentQncee . 
Wost of the later run. were made u8ing the 
relative fora of the function. 

Following moat authOrities on phonet­
ics, we take the relevant. aet of phonetic 
units to be phonee, allophones or Vari~t8 
of phonemes of American En,llah (4.5], 
roughlt equivalent eo Pike 8 MBpeech 
sounds [S, pp. 42], The problem of 
calculating or defining the complete •• t 
o! allophones i. equivalent to defining 
the set of possible ~honological rules. 
Th. first-order approx~matlon eo this that 
was uaed is: an allophone 115 a variant of 
a phon6me that i. distinguished by the 
~hone on its immediate left, the phone on 
~ts immediate right. and. if it 1s 
syllabic. by & binary mark ot stressed or 
non-stressed; part of ehe allophonic 
representation, also. is whether there are 
word boundaries on ies immediate right or 
lett betore the adjacent .egments. For 
the purposes of thia specification. left 
&nd right environmental phones are the 
•• gaental phonemes with vowels marked as 
atre •• ed or nonstres.ed and the complex 
phoneme. Ich/. Ijhl written a. (t stu and 
[d zh]. (This i. & correction and 
generalization ot a proposal tor p.ycho­
linguistic units of speech recognition 
made by Wickelgren some years ago (7. 
chap. 6,7].) 

It is import.ant to use phones instead. 
ot phonemes as possible phonetic 
conditioning environments for several 
reason • . 

Complex phones condition phonetically 
according to t.heir separa.te parts. If you 
think, aa we do, ~at the vowels of -chew­
and -shoe- are phonetically identica.l. 
then always counting phone a a8 difterent 
if they have different adjacent phonemes 
yon ~ t _ark: the two vowels h&ve differen~ 
phonemes on their left -- Ichl va. Ish! 
-- but the identical phone. Cab] . And 
loyl and lawl probably cause rounding 
as.imilation on different ends. loyl &t 
the beginning and lawl at the end. 
although there is no principled way to 
d1.~1ngui.h ~hem with the phonologic&l 
feature of rounding if they are regarded 
as holistic segments. 

In general. conditioning phones 
.bould also be marked redundantly for 
feature. ~at can assimilate over an 
intervening aegment. Only if the It I of -.t.ew- is marked for lip rounding w111 the 
lsi ~ in an environment that will causp 
it to become rounded. but lip rounding is 
not phonemic in English consonants. If tOU think. as we do. that the 11/'s of 

stew· and -sty- are phonet.ic~lly dif-
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ferent. then the relevant conditioning 
environment cannot be ju.t the immediat.ly 
folloYing phoneme. 

Of course. .upr.-segmen~l features 
affect phonetics alao. As & firet 
approximation to this. w. mark vowel. as 
being stressed or non-stressed and include 
word and utterance boundaries in 
conditioning environment... Something like 
this Dust be done if you think. as we do. 
that the It/·. of -deter- and ~veto· are 
phonetically different. and that tho 
lay/'s of INye trait I and ~night r&te~ are 
aillo diff erent. 

Bec&u,e of exigencies of time and 
resources available. the allophoniC code. 
actually used yere 4-byte integers 
consisting of these bit patterns : 

EACH ALLOPHONE CODE: 

o 6 bits for segmenta1 phone code 
o 6 bi~s tor segmental phone on left 
o 6 bits for segmental phone on right 
o 1 bit for word boundary on left 
o 1 bit tor word boundary on right 

where segmental phone code. are 
classical phonemes except : 

o Voyels marked stressed/un.tressed 
o Complex phonemes are spll~: 

ICH/-CT Sill; IJH/~CD ZHl 
o Utter&nce begin/end mark used: lSI 

Figure 3. Allophone Code •. 

The simplest way to decode and WTi te 
one of these allophone codes i8 &8 a phone 
with an environment specified as in 
linguistic phonological rules. Here is an 
example from the log ot & computer pr~f:: 
run testing allophone coding and dec 
that Bhows how this method of counting 
phonetics handles three well-known phrases 
that are distinguished by allophones of 
IT/: 

ORTH=-Nye trait/nitrate/night-rate­
PROM-I- N AY1 - T R EY1 T - - N AY1 
T R EY1 T - - N AY1 T - R EY1 T -I 

THESE ARE THE PHONETIC UNITS: 

I 
1 
2 
3 
4 
5 
6 
7 
8 

ALLO(!) 
868422 
292253 
643562 • 
960268 

64156 
639957 
878406 
292252 

DECODED: 
N I [S] _ [An] 
An I CNl _ C, T] 
T I [An .] _ CR] 
R I C,J _ CEn] 
En I CR] CT] 
T I (EV1] C. N] 
N I [T .J [AYl] 
AY1 I CN] IT] 

(continued on next page) 



9 
10 
11 
12 
13 
14 
15 
16 
17 
lS 

(continued froD previou8 page) 

643560 • 
960268 

64156 
539957 
878406 
292252 
543561 • 
960270 

64156 
639745 

i / [An] _ [Ill 
R I [il _ [EY1l 
En I [R] (il 
i I CEYll [. Nl 
N I (i .] [AY1] 
AYl I [Nl (Tl 
i I [Anl C* Rl 
R I IT .l (EYl] 
EYl I [R] m 
i I (EY1] [S] 

'; 3 DIFFERENT ALLOPHONES OF IT/ . 

Figure 4 . Allophone EncodinglDecoding 

4.6 RESULiING SENTENCES 

The .entencea resulting trOD thia ae­
lec~1on process were checked for 
~ccep~bility by two expert. with Ph .D. '. 
in L1ngui8~1e8 with major area. of Phonet­
lell and Phonology (WliF and KGll>. and one 
Registered Speech Pathologist (Jane 
WcDaniel), who baa been hired &8 a con­
sultant to help record the data base. The 
only area in which there was 80me 
disagreement wag on whether or not to 
allow utterances consisting of just a 
Yell-formed noun phrase. The decision was .ad. to allOY .uch frapenta if they Tere 
not otherwise unacceptable. becau.e they 
are perfectly common and normal in speech. 
according tQ .uch authoritiea .s Sledd 
(S,p. 169]; 

·We often 8ay things. in 
pert4ctly normal &peech, yhich do 
not contain a complete eubject and 
a complete predicate. We might 
very yell S&y, possibly in &nswer 
to • quest.ion. 

t.he choir'" 

just as we might say, 

t.he choir - yill sing now ~ 

Both anSwers are 
utterances. and 
t.eTminal .• 

correct Engli_h 
both end in t.he 

Figure 5 belo. showa .ome character­
istics of the sentence. tinally velected: 

ID 11< 

Figure o. Phase I Ut.ter~ces Summary. 
Allophone information, Ia1, is in kbit •. 
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4.6 SENTENCE-TO-SUBJEC'! ASSIGNMENT 

Sentences were aasigned to . subjects 
represented •• indices; &8 particular real 
subjects are chosen they are assigned a 
IrUbject index arbitrarily. The initial 
asSignment of 8en~nces to .ubject indice. 
was made by a looping progrAm that asaign­
ed consecutive 8entences lrom the selec~ed 
aentence set. to different subjects. 

Another program then re-asaigned sen­
tences to subjects in order to reduce the 
range 01 expected total .peech durations 
assigned to 8ubjcct.s. The program used a 
simple fast repetitive heuristic of 
!inding the s.,bjects nth the long •• t and 
the .hortest. assigned speech durations. 
than interchanging the two •• ntence. 
between them that make the greatest. re­
duction in the difterence of their speech 
durationQ, respecting the constraints of 
the experimental design <dialect sentences 
interch~e only with dialect santencea, 
WIY only with WIT sentence., and TI only 
with TI .entences). Before thia program 
ran. the rainlmuJl. aver-.ge. and maximum. 
speech duration. assigned to SUbjects were 
23. 30, and 37 seconds respectively; 
running the program increased the minimum 
to 28. S and reduced the maxillWl. to 32. 

4.7 RECORDING PROGRESS 

Last :fall n made a. commit.D.ent to 
Bend a sample of at least ten speakers' 
recordings to NBS for ev~luation by 
December 21. which was done. In addition, 
we made a commitment to record and send 
out an ,verage o~ 20 .pe&kers per week 
beginning J~.,~y 1. Figure 6 below .ho .... 
how well we have met that commitment. 

lOO 

t , 
• 

200 • • • • • • 
100 

• 
lJ 20 27 l 10 17 24 

JA/lUARY FEBRUARY 

Tl~-

:ipire 6 . Reeordinc Prosr •• m. Ph ••• 1 . 

We expect to finish Phase 1 and start 
Pha •• 2 recording during April 1986. 



Figure 7 below shows the geographical 
d18tribu~lon of speakers we have recorded 
as of February 16 . 1986. along with the 
def1n1~lon of the assumed d1alec~~1 areas 
we are using in an .ttempt to get more 
even numbers of speakers from ~ll major 
dialect. . Table 3 below gives a numerical 
summary of thi8 same information. 

AREA. AREA ~"-'IE NMALES :-.PlWALts TOTAl. 
1 If .... l.ngland. 6 (60") 04. (>aO:O 10 ( ~i') , M'ort.h.rn 25 (61:>:> 14. (36:f) 39 <17!C) , Nort..h Ittidland 29 (76:':) , (~4l0 38 U7!C) 

• South lUdland. 3<4. (67'" 17 (33'0 51 (23:':) 

• So\!t.be:nl :25 (03%' 15 (38") 40 U8:0 , )Ie'" York Ci.t.r " (57:1) ., (431) 1 ( 3%) 
7 I' •• t.. rn 23 (77'J) 7 (23") 30 <13':0 

• .u"'1 ar .. ~ 5 (S15") " ( Hl) Q ( 4'J) 

TOTAL: I5t 73 '" (67%l (33:;:) 

Tabh 3 . 3re.Kdown or Subject. (2119/86) 

4. REFERENCES 

(1) ·Programs 
Data Bases". 
oupp. 1. p. 

That Design Connected Speech 
William W. Fi.her. JASA Ii. 
S48 (),) <Fall 1984) 

[2] CO'lpptati onal Anal rBis.Q!. presept-Da..v 
American Engljpb, Henry Kuchera and W. 
N.Ison Franciw. Brown University Presa. 
Providence. Rhode rsland. 1967. 

(3) TableR ~ IraooitiQPAl Frequencies A1 
En~ligh PhQneme9, Lee S. Hultzen, Josech 
H. . Allen Jr.. and llurray S. Miron, 
University of Illinois Pres8, Urbana , 
1964. 

[4] A COUTae .in 
Ladetoged. Harcourt 
Inc .• Ney York, lQ75. 

[5] general Phonetica, 
The University of 
1I&d1aon. 1964 . 

Phpnet1 eft. Pewr 
Brace Jovanovich . 

R-II. S. Heffner. 
Wisconsin Press, 

60 

[6] Pbpnet1 sg. 
Universit.y of 
1086. 

Kenneth L. Pike, The 
1I1chigan Press. Ann Arbor. 

(7) 'ilpeftcb.lWld. CortiCAl FUDCt1qD1o{. ed. 
John H. Gilbert, Academic Press. Ney 
York. 1972. 

[8) A ~ IntroductiQD 
Grammar. James Sledd. Scott. 
Company. Chicago. 1959. 

..tQ. Enr] i fib 
Forelllllan and 
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ABSTRACT 
The need for :a comprehen.lve, .tand~iled. .peecb 

d:a.tabue ill threefold: firat, to acquire acouilic-phonetic 
knowledge for phonetk recognitioDj leCond, to provide 
lpeech for trajning: recognileraj and third. to' provide a 
commOD teat hue for the evaluation of f'eCogDilen . There 
are m&llY facton! to consider in COrpUII daigu, making it 
impouible to' provide II completfl dabbaae fer all po~n· 
til.l usets. It is poaeible, bowever, to provide an accepta.ble 
d.l.b ... Ihal can be exteDded 10 meel ruture Deed •• Af· 
kr much dilculllon a.mong levenlllitee, a. con.enlUJ wu 
reached thiLt the initial a.coulltic-phondic corpua should 
coulri of calibration lenience., a set 01 phondically com­
pact Hnkuces, a.nd a. large number of ra.udoroJy selected. 
te.Dtencel to provide contextual vuiatioD. The da:tabaae 
deeign haa been a. joint effort; including MIT, SRI, and TI. 
This paper deacribea MIT', role in COrpUI development 
and analylee of the phonetic coverage of the complete 
da.tabue. We allo include a deacription of the phonetic 
traDicription and aligumeut procedun!. 

INTRODUCTION 
The development of a commoll lpeech databue it of 

primary importance for con1iD,1l0U. speech recognition ef­
forb. Such a database ill needed jn order to acquire acoustic· 
phonetic knowledge, develop acoustic-phonetk cla.eai6ca­
Uon ala'orithms, and train and evaluate .pe«h rec:ogni.­
en. The acouriic realisation of phonetic tegmenta results 
from a multitude of factors, including tbe caDonlcal chu­
aderi'tict 01 the phoneme, contextual dependencie3, and 
.yntactic and extralinguistic Cacton. A large databa.ae will 
make it pouible to examine in detail many of thue fac­
tOrt, with the hope of eventuaUy undel"8tanding a.couatie 
va.rlabUlty well enougb to design robUlt .peecb recogni.· 
ert. A complete databaee l!lhould include different .tylel 
of .peech, lucb U oolated words, eentencel &nd para­
graph. read aloud, a.nd conversational speech. The apeech 
sample. Ihould be gathered from mauy sp~aiel"l (at leu' 
leveral bUDdred) of varying ~gel, both male aL..! female, 

-nil rnean.k was •• pported by DA.nP~ .. d,.r C".nutr",t N"ClOOS9-S5-
C-0341 . moolt.ared tbroulh Naval Elcdroolc Systo:tmI Comma.nd. 
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with a good representation of the m~jor regional dialect& 
of American English. 

DESIGN CONSIDERATIONS 
There are many {acton to conlider in dHigning a. large 

corpus for Apeech analYlil:. UD(orlUD.~ely, lOme of the 
goaJ.e are limited by practical considerationa. Ideally we 
would Uke 10 include mulliple &ampl .. 01 .11 phoDemes In 
aD contexts, a goal that is clearly impractical for & man­
ageable database. 

Allhel ... DARPA review meeting II " .. decided that 
aD initial acoultic~phoDetic database would be dtaigned 
to hne good phonetk coverage of American Englilh. It 
WN agreed that the iDitial acoUJtk-phoDetic COrpWl would 
include calibration eentencca (.poken by every talker), a 
om..u .. 1 of phoDelic..uy compact "DieDe" (each 'Poken 
by leverallalkel'l) and • large number of lenlenc .. (each 
to be spoken by a .ingle talker). This eombinatioD _3.1 

ChORD. to balance tbe conflicting delirell for eompa.ct pho­
netic: coverage, contex'ual dlvenlty, and .peal!:er varja.bll­
ity. Another requirement of the COrpUI waa that the len­
leDCe. .hould be feuoDably ahort and eaay to lay. 

The data.ba.ee del!lign .. a. joInt etfori between MIT, 
SRI, a.nd TI. The spea.ker calibmtio" ItntCftUl. provided 
by SRI, were de.igned to incorporate phonemes in COD­

texts "here aignificant dialectical dlfference. are antici­
pated. They will be spoken by aJl tal'ken.. The eecond 
Jet of lenience., "he pAorutically c:omptSd aentences, WM 

band-deligned by MIT with empbuil on a.e complete. 
covenie of phonetic pa.ira 18 iI pracliea.l. Each of tbele 
IentencCl wiD be apoken by !evenl talkera. in order to p~ 
vide & feeling for 8pea.ker variation. Since it II extremely 
tilDe-coDSuming and difficult to create sentence. that are 
both pboneticaUy compact and complete. a third .et of 
NruWmlr .t.leded tente-ncet, chosen by TI. providee altel'­
nate contexu and multiple occurrencea of tbe .ame pho­
netic aequence in different word aequeocel. 

A breakdown of tbe actua.l senteDce COtplll 11 ,bown 
in Table 1. This arn,ngement wat chO&en ~ balance the 
confiictiDg delirtl for capturing inter-speaker va.riability 
a.nd providing contextua.J divenity. Since the calibration 



'C.lib .. ti"" (SRlll 

ICompacl (MIT) 'I 

JUndom (1'1) , 
iTo!>1 I 

'l'alkenINo. Sente.ncetilTotall 
2 1280 

400 3160 
ISgo, 18!Ml 
-I 6320 

TabJ. 1: BrcudoWD of ~u('n('ie3 of o':c:urttgee of Sentenets 
in Corpus 

aenteDCet are spoken by all of the apeaken, they .houk! 
be Ule'ful for defining djalectical differences. For multiple 
iDlta.ncet of the exact lame phoDetic environmental but 
with :I. much richer acoUJtIc-phonetic content than in the 
a.libi.l.lion aen.teocetl, the MIT eet would be appropriate. 
The TI sentences, to be spoken by oue talker per aentence, 
• bould provide data for phoneme sequences nol covered by 
Ihe MIT d.l.b .... 

DESIGN OF THE COMPACT 
ACOUSTIC-PHONETIC SENTENCES 

A tet of 450 lIentences was hand-designed at MIT, us­
ing an iterative procedure, to be both compad and com­
prehen.ive. We made DO attempl to phonetically bal­
&lice the .entences. We ueed ALe:;' aDd the Merriam­
We~ter Pocket Didionary (Pocket) to interactively create 
Nntenceeand altillyze the rellulting corpu •. We began with 
the *Bummer' corpus created. for the MIT .peec..b. spectro­
gram reading course k) include ba.aic phonetiC coverage 
and intereetlng phonetic environment.. We Initia.ny aug­
mented these sentences by looking a$ pain of phoneme., 
trying $0 h<lve at leut ODe occurrence of each phoneme 
pair sequence. ALeril was used to eearch the Podre$ dic­
tionary for word. having sequences tha.t were Dot repre­
llented and for wordll beginning or ending with a. specific 
phoneme. We tben created .entences using the new word. 
a.nd added them to lbe corpus. Certain difficult sequence. 
were emphasised, 8llch at vowel-vowel and .t0P-II"'P Be­

quencetll. Some phoneme pairs are impoaeible; othen are 
extremely rare and occur only acrol5 word boundaries. 
For elll:ample, /w I and /1/ never cl08fl a. syllable, except 
ill an otf-glide to a vowel, 80 many /w I-phoneme pain are 
impotlible. After filling aome of tbe gapt in coverage, we 
reanalysed the sentences with regard to phoneme pa.ir cov­
era.ge, coneonant sequeDce coverage, azJd the potential for 
applying pbonological rule. both within word. and acrou 
word boundarie •. In a final pUll tbrough the sentence set, 
we modified a.nd enriched aen1ences where simple tlube:ti­
tutiona could introduce v~riety or generale: &n installc;e of 
a. rare phoneme p3..ir. 

ANALYSIS OF PHONETIC 
COVERAGE 

This section di!cusses the phonetic coverage 01 the com­
pac:t tentence set developed at MIT and the reaultiDg cor- . 
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put conel8ling of &he combined MIT a.o.d TI lentence.. 
This analysis doe. not include the calibration .entences 
u we conlider their Utle to be of a. different D&ture. 

, I POCKET, HLIMIT.4SO APDB 

i# MnkDee. I 1201 4S0 .040 
1# unique WOrdl I 19t837 18D4. 1792 5107 
1# word. I 19,53715745 3403 41,161 

la.e # word./ .. nl I I 7,9 7.6 8.2 

Imin # words/ .. nl I 5 41 2 

·max *' words/tent , 12 131 19 
I.ve # lyIJ/word i 1.38' 1.1 1.581 1.5. 
I.ve # phones/word I 3.34' 2.97 4.0 3.S9, 

• The a'le # .yll/word and ave * phones/word ha.ve been 
.. eighled by Brown Corpu'lll word !roquenci ... 

Tabie J: Deacrlpt.ioa. of nat.buea 

Table 2 comp&ree eome of the dl!tributional properties 
of Ih. Pockel Lexicon (Po<:ket), the H"",.rd Lilt (RL)[21, 
Ih. MIT· .. ledod .. nlences (MIT·460), ... d Ihe Acou.lk· 
Pho.etic Dat.bue selected .eutence. (APDB). The APDB 
includea seven copiea of each MIT--4SO &entence, to account 
for the Il'llmber of talken: per Kntence, and a lingle copy of 
each randomly lelected .entence (TI-1890). SInce we were 
given only the orthographiee for the TI-1800 &entence., we 
genera.ted phonemic traDlCriptio.o.. by dieUonary lookup, 
by rule-ba.eed expaD,ion of the dictionary enlriet, and, :u 
it b .. t retort, by a. text-to-.peech synthe.Uaer. We expect 
that &here are pronunciation varia tiona between the dictIa.­
nary and the $ext-to-apeech syntbetiler, particularly with 
respect to vowel color. There ma.y alao be lOme pronun­
dation errors, bu' we think ther.e will be Ibtietlca.Dy in­
.Iguificant. 

The proportion of unique worda rela.tive to 'he total 
number of worda Is .ubstantiaUy brger III the MIT--4SO 
thaD the APDB, probably due to the selecUon procedure. 
We tried to Wle Dew word. jn ICni.encfll and to avoid dupli­
c.lion when .1 all pos.ible, Roughly 50% ollhe MIT·460 
worda aJ'e uD)que, &.II compared 'to only 2&% of the APDB 
worda. The TI-1890 lentences are, on the a.verage,IUghtly 
longer than thote in the MIT--4SO_ The 10 meet: frequently 
occurriog words for all of the corpora are function word. or 
pro.ou ... In bolh Ihe MIT·450 ""d Ihe APDB corpora, 
the mOlt common word ill -the,· accounting for roughly 
'1%of all words. 

The average oumben: of syllables and phonea per word 
ore longer for Ihe MIT·4SO and Ihe APDB Ib.n for Ih. 
HL. This i. presumably due to the higher percentage of 
polysyllabic worda. ' 

Figure 1 IIhow. the diskibution of the Dumber of sylla­
bles per word for the two corpora. The diltributjon. are 
quite similar, wHh the ma.Jority of the word. heing mono­
or bi·syllabic. The MIT·4S0 corpus haa a .Iightly higher 
percenta.ge of polysyllabic WOrdll than does the combined 



" .. .. .. 
~ 

" .. 

MlT-450 

, , 
APDB 

,., 
"' ~ .. . 

Figure 1s Hinto~1 of 'h~ Dumber of .,.U.blell per word. 

c.orpu.. We apecifically tried to iD.clnd~ polYlyllablc word. 
ill the IIClltencee, 8inee theae are likely to be .PokeD. with 
"".ler nrl.blllly. 

Diltributlonl of the num~r of pboncmee per word are 
Gown In Figure 2. The 10 mOlt common phonemel and 
their freqQcncy of occurrence are given in Figure 3. 

Table 3 .howl the di.tributiOD o( wIthin-word. conao­
uani .equeDCCI lor the four datahaaet. The MIT • .fS<l .eD­
tence eet COTeD moe' of the tol1lOnant lequcnCei occurring 
within wordt. The APDB baa more complete coverage, 
particularly for ibe word-final aDd word-medial tequencea. 
We examined a litt of all DC the word-initial and word-6nal 
du.ten in the lentence liatt and compared. theM wah the 
occurrences jn Pockd. We verified thcd cacntially every 
initial dueler ibM occurred. more than once iD the Pocket 
lexicon "aI included at lea.st once in the APDB, a.nd that. 
mOlt of the final duden were covered. OfteD, if a. word­
fin,I cluder dId not occur in word-final poIition in ihe 
APDB, the eequence did occur within a word or acroel 
.. word boundary. Generally, the aeqUf:ncce: occurring in 
Pocket that are not covered by APOS are from borrowed 
word. aueb "moire- and ·,Yelte.-

The APDB includCl miny word· final conaonant sequen-

• . , 
" 11.' 

,. 
2 ;J I • • , 

APDB 

" 
" 

Fllun 2: Hi.logTa.m.3 of tbe number of phoDem" per word . 
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M1T·450 .. 

, 
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• ., APDB . . 
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• , 

t " • d I ~ k 

Figure .$: Histogram. or tbt 10 mott COlDmcm pbooemra. 

,POCKETI HLIM1T-450 APDB '* uDiQuf: worda 19,837118941 1792 6103 

Ii/'Wl 75 50- 64 68 
'1IWF 129 105 102 146 

~# WM 60.8 123 2281 3881 
IH bound>.OO 4305 205J136, IZ1 1 

#WB 976 805: 1639[ 

Tabl, S: DistrlbutlOD of CODiOD8nt Sequenc. 

Cel 'bat were Dot preeen' in MIT·4SO. In fac', 'here ;are 

more word·finaJ consonant lequencea in the APDB than 
actually occur ID Pocket. The reuoD. ia thai the Pocket 
lexicon docs not include euflixet. 

A more debiled phonetic analysis of all pIlont:mt pair. 
iI included in Appendix 1 ill *abubr form. The ta.blu lore 
broken down into phoneme aubeeb, and d~b IiI.re: included 
for bolb lb. MIT -.60 and the AP DB. Some of lb. "po in 
Ih. MlT-460 lobI. b ... been filled in by ... Ient .. iD Ibe 
TI-Ill9O corpus (e.g., tbe '!'ll.bic /1/ column of Ibe vowei­
toDOrant pairs ta.ble t.lld the /y / column of the vowel· 
aoDoraot pairs *able). Note aho that -ame gape occur in 
both tables. Such pps are expected, .ince acme phoneme 
tequencee a.re impouible or quite rare. For example, the 
lax vowela (excluding IChw~) are never (ound in .,Uable . 
final poeition in English. As a. con~uen<:e, table entriee 
requiring lax vowell aa the 6nt member of a. pair have 
many ,a~ (~ faT example, th~ vo.el-vowel entries in 
the pa.ir tables.) 

Figure 4: compare. hlatogratm of tbe sentence type. for 
tbe MlT·.SO .nd Ibe APDB. Simple .. nlent .. (Simple S.) 
and q,uedioDl (Simple Q.) have DO major syntactk mark­
en. Compla ,entence. (Complex 5.) a.nd qneAtion. (Com· 
plex Q.) are expected to ha,ve a major ,yntac:tic boundary 
when read. Aa can b4I Been, the APDB baa a wider vari· 
ety of lenience types, with 7S~ being: simple d«larative 
.eDiencetl. In the MIT·4SO. a.lmot' 85% of the sentence. 
are of the 11Inp1e declarat.ive form. Questions form about 



MIT-450 

APDB 

~.. e..,.& ~Q. 0.....Q. 

"'IUf. ,: Rirtognm or aentrncc tTpet. 

10% of bolh corpora. 
FIgure 6 ehowa counu of envIronment. "'hue major 

phoDoiocical rulee may appJy. We chON to gather infor­
m&tioD on tbe followjng poalbilitie.! 

- gemlnalio. (GEM) 
- yowel-vowelHquencee (VVS) 

.00 

700 . 

..,00 

~OOO 

aooo 
iOOO 

1QQQ 

0 

w. 

... 

"'" 'v, 

<S • . .. 

... PAL '-DYe 

". '" ,-OVC 

rup 

Hili,. 

- yow.l-achwuequenc .. (VSS) 
~ IChwa~vowelaequeDcel (SVS) 
- 8applDI of It/./d/. a.d 1'1 (FLAP) 
- homorganic riop inlertloD (BSI) 
- achwa devoici., (S-DVC) 
- fricolive devoici., (F-DVC) 
-1.1-/11 and III-Ill pai.lallnllo. (PAL) 
-y-pal.la.lisatioD: Idy/-trI (DY-Jh) 
- y-pal.laJil.llo., Ilyl-/~I (TY-Ch) 
- y-pal.laJis.tio", l'y/-fJI (SY-Sh) 

The hlItogramt.how tha.t both corpora. ha.n many p0.­

tential environmenta for ilapplng aDd homorganic .top in­
sertioa. The yowcl-voweleDvironmenti are alJo well tOV­
em. The ... Iy.;' for phoDologica.l rule appllcalio. I. dilli· 
cuU, becauae of the difficulties in predjcting wha.t ruff'eren\ 
.peaken will ny. 

RECORDING, LABELING, AND 
ALIGNMENT 

The re<:ording of the 8en\el1cet it curren Uy under wa.y at 
TI. Speech i. recorded digitally .. I 20 kU., elmultaneoutly 
OD • preaure--ael1Jiuve microphone and on .. Sennhciaer 
clole-Ialking micropho.e. Digllal lape. are .hlpped 10 
NBS. where Ihey are filtered a.d dow.sampled 10 16 kHs. 
The reoampJed I.pe. are Ih ••• hipped 10 MIT where Ihe 
oribognphic all.d phonetic ira.D.JGriptiollt are geneTued. 

~aucrlptioD. are gcnera~d uatDi the SpirY fa.eility, 
ia. conjunction with. the automa'ic allgtlIDent SYll!ltul pro. 

MIT-450 

H~ Iii-D .... e; ... J Iy-C I)'-t · I)'-r 

APDB 

HSI !-D'Ie ""J .,-< IY-; f),-l 

FI,ure II Hilltouam (or potential ~plicatioD of pho::tolotiuJ ruin. 
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lJnvo1eed Stops: 
Uo toed Stops : 
Stop Caps: 
1'111::11.15 : 
Syllabic Nasals; 
Unvoiced ~r1c.t1ves: 
Vo10.d Fricot i ~~.1 

Glido .. : 
Vowels: 

P I k ~ 
b d 9 J 
p"t·k·?b· ... V· , 
n m I) ! 
~ II' D I 
• If. 
z f .., • 
I r w y 
~l£:a· •• & .. o.r 

It.:.~·o .. ouu~ 
Schw., •• I rI 
H. s n.ncMtal h Ii 0 0 

FleuN e: POOUeI UIed. for la~linc. 

vided by LeUDg 131. The IraDocriplioD procell Involv .. 
three .te~: 

1. A ·PhoneUc Sequence,· whkh eOlltlleu of a list of 
the phone. oftbe utterance in correct temporal order 
but with no bouodariet markld in time, is entered. 

2. The utterance 11 run through an a.utomatk SYAtem 
to generate aD alignme.Dt for the aequence. 

3. The automatically generated alignment it hiUKl­
corrected. 

ODly lb. d.t. recorded Ibrougb Ibe presour. micro­
phone are traDICribed. TraDlC.ription. for the dClie-blking 
'¥cnion are generated by duplicating the re.ulb for tbe 
preuure microphone. 

The phon .... ed In Ibe labeling are OhOWD In Flguro 
6. In m .. y c ..... , II 10 nol pOOlllble 10 deSne a bound..-y 
bet.ween two phones, lIuch at /-:,r I, ucaue fea1ure. appro­
priate for both phone. often occur .imulta.neously in time. 
WheD no obvioua potiUooing of the boundary iI atJparent, 
arbUrary ruleJ, lucb ail ao a.utomat.ic 2/3:1/3 'pm, a.re iD.~ 
yoked. There are aho lOme cuee .in wbleb DODe 01 our 
Itandatd phoDet are approprl:iLte for 3. given ponIon of the 
lpeeeb. primarily because of ltevere coarikula.tion ~ffed •. 
In .uch taItI, the segment 11 labekd. u the nearest phone 
equivalen', according to the tranacriber', judgment. There 
are other difficult caaes, such all .yllab1e-initial/pl/, where 
Ibe /1/ io devoiced .1 OD .. I. Should Ibe pol1ion berore 
voicing beginl be thought of ... part oC tb~ l.IIpiration of 
Ibe /p/, or .. pari or Ibe/I/? We bve decided, 80mewhal 
arbitrarily, to define the onaet time of the phone following 
an unvoiced .t<lP a. coincident with the ooeet of yoidni. 
Tbete remark! lerve simply a.a examplet of &CQ)C of the dif­
ficultlee that arille in traD.5Cribing continuou. lpe:ech. We 
,are mainly interelted in uling con.iltent method. of tran­
ICriblng in .ituationl where ambIguity exi.t.. Currently 
the tr&lllCriptklD n~ i, 100 senten-eet per "eek. 

SUMMARY 
We have deacribed varioua comp¢nenb of the prelimi­

DaJ'y acoUltic·pb<lnelic databue and ditcu .. ed lOme of the 
luues in Itt design. Evaluating the phonetic coverage o( 
the databaae i, difficult prim;u-ily because no 
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dard for comparison exIst.. We have ChOiell &0 complft 
tbe phonetic c.overage of the dataha.e 10 '''0 wen·knoWD 
lOurcea, the Mem&m-o Webater Pocket Dietiollaty of ID64 
and Ibe H.r .. rd Lid oenlenc ... The dlcllonary doeo Dol 
re.Oed .poken EngliIb very well, and can only gulde UI 

lD. judging the poeelble phonemlc aequencea within wordJ. 
The Harvard Lilt ten~Ilce., whiie phonemicMly balanced, 
couitt primarily of very .impliltic tentenc" and monotyl­
labic word.. In addition I they an bal3.11.ced for phoneme 
occurrenee8, whereaa we tried ~o account (or occurrences 
of phoneme pa.in. 

We believe tha&: we ha.ve adequ.k coverage of moat 
phonemes and phoneme pain. In CUM where the phoneme 
pain an acal'Ce, then are often otbu phoneme pw that 
will provide fJimilar information. For example, the clue 
HqueDce (alveolu CODItODant1 [back vowel1 i. more 
geDerallhan It/lot, and b .. a higher frequency or occur· 
tence. 

W. hope Ihal Ihe APDB d.lab ... will provide guide­
}joet for the development of future databa.ael. An anal),­
Iii of the spoken corpu. wiU ena.ble UfJ to judie our pho­
netk analy.iI procedure. In particular, we will be able 
to evalua~ the relatioDshIp between our phonological rule 
prodiclionl and lb. i"'luency wllb which. phonological 
modift.cation actually occurred. 
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Appendix 1 

MIT APDB 
i' e1 ~ o· u 0' '" o· :r i' e1 0 o· U 0' '" 0" :r 

l' 9 1 1 l' 2 70 75 8 2 2( 2 
0' I I 4 4 1 1 1 0' J[ 38 31 lU 9 
~ 1 1 1 0 1 1 
o· 2 1 1 3 o· 14 14 26 J( 9 21 • 
u 1 1 2 1 U 1 41 ( 2( 19 1 11 lU 
0' 4 4 ~ 1 1 1 0' 2 3 4 1 21 8 

'" 1 1 1 1 '" If, 1 
0" 1 1 1 1 1 u" 1 7 
:r 1 1 1 :r 6 1 1 1 
I I 

t £ 

a: so 
0 1 0 8 
A A 
U U .. 1 1 1 
~ 1 • 1 1 1 
I 1 

.. 
~ 

7 3 1 5 I 2' 
0 60 3 1 11 1 
I 

i' 0' 0 o· U 0' oJ' o· :r i' 0' 0 o· u u' '" u" :r 
n 3 ~ 11 1 14 4 n 42 79 8~ ~ 117 133 3 OS 21 

m 1 21 1 I 24 I 4 m 246 318 l()( 227 86 211 11 2 4 

'l 1 1 1 l] 9 7 3 8 1 1 10 

m 1 m 
g I tI 

.1 2 2 1 1 I ~' 1 5 Il l 
I 88 2 1 2' .0 2 • 1 I 1001 28 168 286 11 30 34 11 6( 

r 81 2 H 2 21 24 r 03 31 169 30 26( 27 zg 71 E 
W 20 2C 2C E 1 1 I I Ie w 29 21 1119 6 21t o 131 

I. I I 81 I y 9 03 5 J( 

i' Of o o· U 0' '" o· :r i' 0' 0 0" U U' 0' o· :r 
27 10 I 28 { 3 b 304 35 7 11 l' 282 4 Sl 79 
1 2 10 14 7 9 d 27C 212 ~ 13 jGS 8U 1 10 U 

1 I 1 I I 1 1 g 7 51 I 13 29 I 1 2~ 

P 1414 11 9 3 I P H9 141 3 14 21 81 75 38 137 
~ 4410 11 13 8( 18 I • ~ 501 231 157 175 I06U 22 21 9 
k 9 1 15 1 3 4 8 11 K 9 13 191 HO 56 31 3 76 101 

Ie 1 I I e 5 13 IU · 18 56 2 9 I 2C 
j 7 1 I j 61 I 2' 1 5 11 40 31 
S 21 I 5 1 2 1 S 27' 8l 137 176 85 181 2C 2G 12 
Z 14 1 1 4 Z 13fl 6 lOll 5 1 33 I 3 
1 1J 1 1 1 j 19 3 I 51 3' 11 l' 
t 1 t 2 , 11 4 1 I 12( 7 11 5<. 2 117 j 3 12() 
v 1 1 • v 9 .~ 28 • 00 2< l' 6 
EI 3 ~ ~ 31 3 3 37 5 
6 3 I 6 ~ 19 5 3 
n j 1 12 11 h 381 18 58 79 04 117 13 213 
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MIT APDB 
I E 2e Q A U " • i J & 2e a A U " ~ i 

>" 11 I 11 _~ 2! 
C' • I I I 
:> I I 1 

I' 174 4 18 un !i ~ .2; .. . l.! 2 2! 21 
'----i :> ~ 14 

o· 4 I I 0- 5' 14 2! 25 28 2 3, 

u 1 I I 1 4 U 7 58 '8 54 11 e 70 I 
a' 1 a' 51 18 61 2 H 31~ 107 61 
<>' I 1 1 <>' 21 8 14 I 
a- 1 1 a- S I J 8 3 3U 
or 1 1 I or 2 8 1 I D _3(J J( 

I I 
& E 1 
lC a: 
a a 
A A 
U u 
~ 4 E 2 • 0- 8 38 7 4 21 lao 5 
~ 5 E 8 2 • 57 5 8 I "" 

, 
I I 

I t 2e a A U .. • i 
n ~8 Je 1 H IU 10 2 14 

I £ '" 0 -AJU " • I i 
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AB9TRACT 

In t.he put fur , SRI bas undertaken a I!IeriM of empUiu.llltudi~ of 
phono&os\eal vari .. t~n. The ,oal has Wlfin 10 find bdlier kXlcai 
reprtlen(.a.tiona of the Itrudure aDd v&riatioo of real Ipcech. in order 
to provide ,peahr indcpeDdencc: in .peteR rccO(ni\wn. Rc:.l,Il"" (rom 
~ellC ILudiH indiel.'c Ul'" kno.lC:~lSe or prob-.bilit.iea or oecurrence 
01 allophooic torma, co-occurrence of allophonic Corms. and "peake, 
pronunda.t»On ,rou~ tan be used to Iown le:Eic al cotropy (Le .• 
improve preciic'ivc :s.biliLy 01 lexical lI'Iodela). and poMibly, t.beft(ore , 
Kh~Ye rapid initial adatH .• Lion kI a fttW ape .. ker 116 wen U oo(oin, 
&daptat.ioo. to a ain«l. speaker. 

INT!t.ODUCTION 

~ the number ol 'Word. in the lexieon grows, the apeech f'«OInit.ioo. 
problem letl IYIOre difficult. In J. similar ""I.T, • more pos.sible 
pronuneil.t.ioru (or each word a.re Ineluded in U1t lexieoll., U1e rec~ 
ni~ioo problem StU mort diffitult btuuse ~he", are mo~ ~mpet.inl 
hypo(.beettl and lhtre un be mon overlap between the npresenb­
tion,. of similar worcb. 

One import.aot l0al of a lexical reJ)l'tHntaUon u to maximiu cO't"e ..... 
&«e of t.he proouoc:ia.liolUl the S)"t4em wiD han to deal wi~, while 
minimisinl O'Yerconrae:e . Ovetcoyera«e addl UDDtceM&t'1 difficuhT 
to the recogniUoo problem. OM Wly s.o maxlmue conrase .... bile 
minimisiol o't'ueonna«e i'I to expficidT rep~Dt aD poaBib)e 
pronunciation. 01 ea.ch vocabulary word .... network of allopbonM. 
An eu.mple or lOch .. Det .... ork: i,. shO"llt'D in fliUte 1 fOf' t.he word 
"",a.ter" . !hi" nfl-work ~prexn'" cilht poeaible pron.uneia1iOnl, 
some of which art tairly eommon (c.". , lW AD DX EA.!), snd othCA 
somtwhU tare (e."., [W AA TAX]). Expericoce auuesta that. to 
,.,.ure c:O'tU3.6e, it will be uectllllaJ')' to include many pronUDcil.tions 
for each word, IndudinS thoa:c which ba.ppen relatively ruely. 

Ire reality, I~teh u mocc hiEblT orlJaniud. There i1 more predictive 
\mawted,e anJlahle than in • model that &.imply t'tpresent.t indepen­
dent equiprob1b\e- choices with no int.er~tion or influence Mtwcen 
difretel1t parta or a model and wilh IU) abili\y to uae information 
born other Iluu at an uc.t.erao.ce or prnrio,. ut.\.er&D.C~ by the 
current. apeaker. In current. S)'.IIuml which u.ae allophonic: mode-b. 
each node tcpfMCOU .. n in~epeo.dent llet of equiprob.tlle cboices. 

ITbI, r_arcl! .&1 'poII_ad b, o.r ... t Ad .. "reci R_Irt" p",]~c" Aatll<l 
Conlolld NOOO:JSI"~C-«I02. Th ... " .... ud tc)1IcJ.lllio .. eo~t""4 I. till, d""~m .... ~ 
&I, tb.ou or ih, ... u.on u4 '''0,111 JOe' b, Inetpr.t..d ... r'pT"'"UIIC ~It. ofItl.1 ,.x. 
irl ... .-..... n;pnwed ot IInplled. o(~,.. 1)0(_ A4 .... ud Rflulcll Pro],"" A"OCI 
0If tilt US ao'trllmllL. 

'I'ht: coaI of the rneareh ducnbed in thia paper. &0 exp~ way' in 
.hich a ~xicaJ npracnt.ation can bct.k:r re4tel Ute sT.t\lctu", of r ... .1 

spt«h data.. 10 that toM rapfUtntatioG .ill han I'I\Oft' p~dict.ive 

power. ud thus impron r.eO(nitkln ac:CW'&CT. A better under­
.... ndin, of t.ha iMue. involved may Iud La m.ethods (or upid Id~ 
tation to I. new &peaker ... well .. on,Gin! adaptatioo to a .ingle 
.tpet.lter durin I l.ein,le se.ion . 

In order to e:.;plore these I.\I~, we cboft to model (..., a lingle utw· 
AIlce) .. pair or xMences eonu.inln, 2J words for wb.ich we had J. 

lule data.eL The patt.eml or vari&e.ion round (or thil 21 ·word 
mief'O(OIm should indiu,toe lI'ha.l kinch 0' .trueturu wiD be needed in 
A J ..... er lexicon. T'be daLa uaed wef'C tn.nacriptioll8 of the two 
diaJ6tt aent.eneea lor the 6lO speak.,. In the TI-AP databaM, 

We ban pe.rformed a tcriH ol four sludiel t.hat ~xplorecl. four types 
of pbonolOlieaJ structure. and wa" of rtprncn,in( this st.ruc~urt in 
a lexic()Q. In the flr.t studT. we limply Loobd at ,h~ ,aln in prtdic· 
tin ability or a phoooiOogical model whi(:h iocorpora\tti knowled,e at 
the probab&lities 01 the .... nou. poeeible word 'Ptonuncla.tlooa. The 
.cODd It.udy explored the CC>OCCUffenee of allophooic forme, .",d 
'111'1.,.1 iD .. hich kDowled,e 0( theM eo-oecurtenccs can b, aUW>mat.i. 
c:a.lly comp;,ed inkJ a pbooolop;aJ model. The tbird study up\o~d 
\h. poMibilitT of sroupins IIpcakeA into a small number' 01 pronunei.. 
a1ioo. dusten, and look~ (or demOSDphie and other ptedics.on 0( 

thuc pronundat.kJn eil.te.... The fourth Mudy WI.a dniped to 
compan iDtra.-6pei.kec- ...... riatioa to the nriatioo wilhln the ptOOun­
daLton eluskn dllll.Md by the third It.ud, . 

To l!Valu.te our data, Ind eompl.re r~prt:Sf:ntD'ionll , we uaed tntroPT 
all • meuun o( the prc<lict.in po,.,cr 01 I. repruentat;on, Of 

dilrtcult, ol the reeOS'ni'ion teak sinn I. pan.ieular rtprQCntl.tion. 
The entropT of a representation . deYeloped 'rom or ~trained" on 
.ome larle set. 0( d.u.. reflteu both bow wen the ~nta'ion cap­
"uca "5niliean' ,kUewre In the dau. and how mueh predic tive 
POWCf ia ,ajDed by modeUin, \.his strueturc. 

71 

The four studies arc dtllCrib.=d in ~e (ollowins (our sterAen •. (ol­
lowed by • (uer.U di.scuuion IJId conc:!wionl. 

PRONUNC[A.TJON PROBABILIT1ES 

The ",Ill of the fiAt It.udy was to determine how much aptecla recog­
nition aceuracy couk! be impR>Yed bT incorporo4tins knowledse 01 
pronuncial.ion probabiliLie:J into. phonologica! 10000guace mod~1. An 
impon.ant soal or al'Iy lexical representatiun ls s.o pro"ide coverage 
of the pronuneiati.ons 'hat the ey.ll.eto will hAn to to dial with. 
ineludilll relatively l'&nI proauDcia.tiona. This malen 'he rccocni~ion 
problem more difrtCU1~ because ,herc ar. rn~ compt'(in( hypothesc. 
and n.n be more ,",erlap between word mode!. . One waT to dnl 
with this prnbl.ern i3 ' to , includ. plobabilities for pron~nci.tiotu i.A 
Lbe lexical model. In th.., 'Way. including 'IOmewh.' r~ pronunei ... 
t.iooa will inert .... eovera,e wi!.hout bl:irting pcr(ormt.oce. It wlO 



&1low re~i1.)oa of theee UD..WlI\lal prouuutiatioM, &'t'oidin( coofu_ 
aoo with OI.ber mon eommon pr'OOund.tion. o( limilu~. ror 
~UJlplt. cOlWidtr the allopbooe -wins 

;oHAXnIHG W AADXAXBlIl L Z! 

Thil "'rins COfIta.ifUl, as & IUbet.rins. 'he sequence jW M DX AXI, 
which ~re5pOIIda to one 01 the paLhl throulb t.bc- netWOlIe. lor the 
word ·wat.f:r" ,110,0/11 In II.JUFe L Tbia. a rtla\.i"ely inlrequent 
pronunciatioD 01 tlu: word "water". An alt.ern&t.ive bypoth~i. for 
Ibi:!l lame subet.rins cou.ld be the pair at word. "wad or, lor .. bkh 
\hI. proouDeiation i. relatinly eommon. (SUlle8tllll Lhe phrue 
"The bi, .ad of bills" r.v.her than "The hi, wakr bUll".) Appropri­
ate probabiliti. MIOtiatcd with t.hfM pronuntiationa eou.id allow a 
tyn.em to roue a mo~ int.tllisen' ehoice. Su(:h a mod,l.boliid help 
recop!\.w,n accuracy aignifieantly. proyided that t.tw. rrnbabiliLiel 
uaed an "curate for 'be domain in whicb Lbt lIy.um will be lINd. 
and e.pedalb if Lhe probabm~y diuributiOOll lie ailnifieanuy 
differen' Crom t.he de£aul, equi-probable models. 

w AO DX ER 
• • • 74t 

AA T AX 

Figure I. Allophone network for fhe word 
"w.t.r". 

The d&u. useG in 'hia IItudy Wert tnII.'cripttoas of the two d.ialect 
Mnten., ... (_ U.e 6!O .peW:er. i,. doe n-AP du..b_. Ori!in.llr, 
Lb.e allophonl~ fOf'llll U&ed (or each of 51 phooemH in 'be 1.wo kM 
1M!1l'ell~U u produc~d by Ule no tpe.l.lUf'II "ere traa.cribed by M.r..r­
pte' Kahn, Jared Bern"ein, 01' Ga, &Jdwin. The uanlCriptions 
were dOJII carefully USlnS .. hisn &delit, intn~"n Wa1't(o.nn edilor 
wilh JI. convenient means 10 mark and play re,ioEU io a hi,b ruolu­
QoIl imqe or the waYefOt'm. SpeeU"OCraphic and 04.her u.alJLk 
tfMpl .. ~ w~ a1.o e .. ily available. thou,b mOlt 01 the work was 
dcat by eU' and by "isual ill.5pection of 1.he .ave(orm3. Sub6e­
qucDl.b •• MI~t. of 18 01 these ~cmenLS W&lI chosen whicb we- Celt 
we could lnn.Kribe a.c:curately and ronmt.entl,; the 18 au di.5pro­
p:lrtionac.ely c~a.ntal . Th~ aubed of 18 segment. ip LIte oriciaal 
530 tra.mc:riptions we.re then rft-ch.eeked and eOf~le.d by ou iDdjvi­
dual (O .. , Bald,o/ill). Th. lruseript.ioo- or 1.h.oe 18 
aellmen~/utte,anee ~f't eompand \0 • 'UbteL 0( 158 .pnkers 
.hOll. seht.cnctJ had. been independently tranecribcd .to ldIT as part 
of a related pl'Oject. Fa.' t.hia IIUbee.t ol 158 apuke,.. the l1umber 0( 

InlIlCription diusreemenu between SRI and MIT WM about. 6-10% 
for a typieal phoneme. 

Filllure 2a .how. tbe two di.lect &enlenees, indicaUnl the ,ermenl.& 
intiuded in thi5 ,~udy. along with the di.at.ribution. 01 a1lophonH 
found Cor each 01 th_ piauDtmea. FiSl.lrt 2b .,hcrwa the L8 Mde 
allOllhone model Uled to repreHnt the pouible prOnUnciation!. 
.-b'Jon, the .. 18 phonem ... at the Icrytl or tn.tIatrip~ion we uaed. 
tiler!" art 14 t.,.o-:wa, II'plic.e:, two tbree-war .pli,,-, aDd a aU: and. • 
~.en-w0.1 a.plit. Th!'! rliatribuUona vary (rom a J.~D9% .piit ror 
'&Doninl /1./ 'VI. flap iQ ""o.ter" to a 5()%..40% .pl;t. (or 'he 
all'rieated va., oon-t.ffricaled /dyl jundlu'e in "bad-~ou.r" to a 11%­
~9i6 'pUt f«. glotlaJ gutuu a" til, he.ginnins of -oily" . 

'IlIe "reD-way .pli' for the jWldUt'I in -.. i, in" is t.be IDO&C. 
unpredk\&ble. The poteD'iaUy nri .. b1c ennb art the bun! o( the 
/1./, tbe OCCUfT'enet or a Sloua.I orun to -10" a!!.d the presto't or 
.wenn o( ,h. vowel III ~il1" .• It. t.hird of the rtld.n pl'Oduced a y.,y 
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2b 

Figure 2. 
a) ob.erved percentage. 01 allophonic forms. 
b) 18 node utterance model. 

e~eaz form 1.bat uhibitcd • t.-burat .and a .Iot.tal .top or ,)ott .. li" ... 
bon &I. 'he onaet 0( the /1/ in "in". A quane. oI1.he nadera Happel{ 
or produced a .!lon Idl into the 't'~eJ in "10" . Nineteen pertent. of 
\be u'teran~", .ao.ed DO bunt (or 'he 1,/ but • glou.,J SCIIlun loto 
t.he {II. wblle tll% IIbowed, t.bt- •• me burstleaa itl with liottal Ie­
&un. but ~leaat'd ~t re$C.ure direc\lr inc.o 'he nas&l, ddttiDI the. 
fll · ~ petteat of Lbc read!'!rs (19 people) releaxd 1M It I w1th .. 
burst lilht into the 11/, 3, apeu<IIrII (0.6%) Lad a de., '-burst. bill. 
the ( lo1.t.aJ S"tuff: (Of:t right in\O the aual wilh !.he /11 deleted. 
OII.e $feUer (0 .2% of dle ample) ptOCiueed the ",uit in" jUDCtur. » 
a Idl with a vtlic r-eleue- in\O the na&&J (aa in a word lib -sud­
d~Q"~ The distribl,ltionl are surprlloins only as "miDden of how lit­
tle qUAntitative d.u. 00 the I'datin (requ.ney of otcurTtnctr or aI~ 
pIa~n" a aT~lable. What uperie-nccd phonltieia.n could h.ye 
c:HtMated the proponioa ol thue (ann. in ~.din,f It'. no wond~r 
tha~ ~ech ~ni\ioD laieona would .b.&ve wbatevtr aLlophonic 
optio .. they allow ubapeeiJied .. to relatin likelihood. 

The approac:h uted in u. .. study w .. k) compute tbe pl'Obabilil.i.e. uf 
each of &.he traRiitionil in the IS-node allophooe 11'IQdc1 (Ji(\lre !lb) 
from a IUse d~ue of speech. The entropy of th~ model was 
computed. and compared \0 the eaLrop, of a IliJu.ilar model .·ithow.t 
probabilititlll eteimat.ed from data. in which elUfr all transitions from 
a node are comidered equiprobable. IDfonn.UOI; UJcon:tie entropy 
H, oC an arbitr.,,- Neinl. S, fD the lanruare .,.. .. eompukd M: ' 

H(S )--EEP(I )\o<,P(I) 
•• (1) 

wb.re n rallsed over a.I.l 01. the lobe nodaa in the utle.r&l\c< modal. t 
ra.o.sed oTtr . .u 01 the \RIWt.i1)ftS fro ... Lhe ~urr'nt node. and P(t) is 
the probability of tn.nIiuon 1.. 1"hiII ill t.he .. acne M: 

H(S)- -Ep(. ) ... ,P(.) 
• (2) 

.Ilere • r&rlles over an of the Ilrinp In lob. la.nru&lf: {McEUece, 
1977J . 



The c.D~ropr me_red. few \he rnoclel. _lUi equ}-prob&ble V&JW1.lons 
ia n ,5 biu, and (et the model .. jUt empirically CIIlimakd probabiU­
\let iI 13.0 bit., l'biI 1'WpnMDUi an iDCruae oC '2."% in pftdjc~iyt 
abilit.y (lcnowkdCe Of murce of <OUln.iIl.t.) for th. ZIIOdd wi~ 
trained proOuwt.ifll. P""um~y, t..bit lurtbtr coa.lU"ain1. ahoukI 
~ALe: iato improycd recopition aceUrKY, 

CO.OCCURRENCE or ALLOPHONIO PORMS 

Th. coal 01 the Ddt- .wdy ..... to e:lq)be CC>-OC:CUtftllte: roelattoo­
ehi~ in .nophODK Yariuioa. A ~C:U,"lIce "~uhip .. QQt i:o 
'Whicb ~e probabili~}' of \he OC'CWTe:Ilt'it 01 • paz'tM:ular .,..,r1.I.D.\ W 
cODdi~ OCI. \he prucllct or abamee of .ome oda.er YariaD1. iD 
ano'lu~r put of ~ uwtcru.ce. Kno.-Iedle of web C~C1U'ftOCC 
",Iationshir- can be uad ID inrr~ p"edic:t.iye powe-r about 

aJlopbOllic vari&t.ioo.. 

The dac.a ued ill t.b.1II 1\IIdy ..... the ...,1 .. ~a.1. UMd ID 1.bot prwi­
GUS .t.udy, 1:Ie*J)t that tht roealiu1.i.OII of / k/ ill ·dan:" .... Ixdudtd, 
aiIKt ... deciG.o "e: had iasuficien~ coalidlnu iD our tnDICripUooa 
of ~haC. pboncmt, All peMble pa.lrinp ol t.hl rclUUUDI 17 
pboolllMll (130 pain) we7t t.ell.ed. for co-oceUrTlDCe rtla&nlhipl. 
The: 1.'-0 example. iD &cure 3 de:~ cbe- wcboiquc. For uc;b 
pair 0( KSlZleot.t , couot.a ol all eornbiDat.ion, or Y'.nanWi for 'M 'WO 

rorlDt: wen "tem into .. maw. Chi-.cru"" kl:tA .... ue performed 
oa. t.bcsc: mat.rKet u lobe i7 .5% ~eace leyeJ. 

Th, namp!. in DSUrt' 3a illustn.tu 1.bc Ulalytis 01 ,Sou.a.J (or no 
SlottaJ) a~ t.be b.(innin( of "all" and "oil,". The 1.abl. ,ho,.,. t.hat, 
0( 'he a30 .pu&cr.. 230 UKd a (kMot.&l lelltuft l either .. full IJottal. 
ft.op or a weaker selturt M.n .. Mvua) lrrtJU lu rWt1.al pcrioda, 
botb IYmbolind bert u \!U at Lbc belinoinl of both "air a.o.d 
~oily" . One hundred. ei,b~y-four 'PIaken didn't UK [t[ berore either 
word , G$ ..,cake", pu\ [f} ju.tC. .. "oily", Nld 151 j\p&. ~ "aU" . T1K 
cbi.squan ie lipific ... t at. the ~7.S% knl , iDdieaLioi \has this pa&.. 
tern of e~eu,"n('e of (Io~ at the btricnia, ol-all" ad "oUr" 
it rather unlikel,. Lo happeD by chance if 'WI ..w:ue that c.be tWO 
ey.nu are hldepeadent.. lD other "ords, .pe-aken who uacd [rl 
before "alS~ .. ere mort likely too UH ~I beforl .. oil,· .. wen. Sinlt­
latiy. if [fl " .. OCI1iu.ed. belen "all", it ...... lui likel, too be rouod 
berOf'e .. oily .. . nil Cut of co-oc:curn:ner is IMK IlUrpri.inl, b.«auM 
both (orma could be considered to nault from. the SLIDe pnOilolosicaJ 
Nlc. 

The eo-oeeuftrllce matrix ill fI(uft 3b .aO .. I a dependent ~l~ 
Miip betwMIl fo.rm. tha.t aft l'bonoqic.u, heLtlOleneou.. In 1.ru. 
e .... lpotuerl wbo usc !,] n.t.ber than bp in "\0" Ibow a J1.IOO, uo-. 
deUC'1 too Ut: (ralhlr 'hall omit) [t; before "an" , This mip' be 
tntcrpRit.ed ... nid.nce (or a bleha kvd ra.K--tpC'«b (or lu: nyH:) 
~rucf'O-nll.· , whieh inenlaMt the liketibood olllYinJ 'YJHI' of pbo­
ook>c:ica.l rulet. Oae coa.! or OIoIr 1I'Ork i, to e.ta.blish a m.~ by 
whkb ,uch funetional rule !l'OUps can be lO\l.od (or diat!Wetd). For 
no" ... Ju", pnttn'- pf'tJimioary d.ta. that lAo" noo-iDdependenct 
betweeD pairs of form, oyer 1.hit .ample at utteraDCH. 

Fi(Urt " ~ow:J which of the 13" pouibJe eo-occurnloeu K1.utJ.lr b~ 
chi.squared YalUct \hal ind)cawd non-l!Hk pendenc:e, The confideDte 
I.tvel (or the cbi·aquarcd val~ w .. 07.5%, nUAlIin" that. of Ult 138 
cbi-tquares caleulawd, one could expect about four anJJaewalIy 
nnJl.-ltldeptodencc bet.-et.D co-oceuninl (OMDS . or theat sr. about 
15 involve pam that b .... a clear pl\oooloclcal rela1.ioD, (,...leAIlCM in 
~your~, "dark", • ... ater .. ; ;r] in • air , -Ul- , ~oi.ly"; flappins in 
·wucr·, "La" , "dOll't uk", -'lilT. in~; etc.). Meet of the rtmNnder 
show dependencies betWten VMant.. ill more rcmowlr relaled pho­
no~ical coot.exT.l. Th~ number of deptodcnclcJ .. obvioudr (OUIid­
usbl •• &bd. nsgteU thaL ma.cro-lcvel rdatiONhlpa - di,lect. n(io!).. 
Ilt.lerance speed, -..yle. lex-linked Tariation _ Art pervasive enouSh 
ID be userul in improyinc prtdictiona of forms (or automa.tic ~eC'h 
recosniLion . 

3a all,? 

0 ? 

? 65 230 
oily,? 

0 184 151 

3b an-? 

? 0 

39 129 

flap/d 28 434 

Figure 3. Co-occurrence Examples: 
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<Iy 0 
y .... 
dirk c 

,un·in d 
gr ... y • 

...... t 
wlt.r·t g 
wlCer·, h 

,II I 
don" i 
.,k k 

10 I 
on m 

oily n 
Ilk. 0 

that·th p 
Ihat-t • 

I) onset. In -.11'" and "oily". 
b) onsets lor 'an' and "to". 

Chl·squares lor all lorms 

abcd.C 

--.~ -. 

• :::: ... • • • 
• • • • 

Figure 4. Slgnlllcant Chl·squares lor 
lorm pair •. 



T'Un' could be &ipiftcloD~ ad"&ZI.Q&e ift andlnl a 'Wa, WI compile 
tDowl.d.ze alIour. t.htt ~CU,"IlC' 01 allophonic rorma In\O c.he phi> 
DCllot;ica! model. Tbd would. allow a form 01 ""'b.in-u'te~ adap. 
1.&tion to take plact automatically. An lrample of how Ihls mish' 
be done Ia ahOWQ iA fl.ZU" 5. FlSUn Sa .be ..... probabilistic 
t&a.1'I'P model for a lUlU. comistinl of Itrinp of c.wo sylll.bob. 
the fim .ymbol. heinl ~A· balf Ule- tilM ADd "Ii tb. <>'htr half of 
the Lim., _eI tb. Meood .ymbol nellly dh-Ided be,w"" "C" 30eI 
"D". Then is additioc!.a1 WUt'UR Lo VUs lu.pa&:e. izl tbt form. 0( 
~cumnee. Wh.n!.h. 1m' .,.mbol w "A", the probability iI 90% 
that the ~ SYlDbol will be "(1"', u.d lol;lili Lhat. I, wiD be "0". 
Wheu Lb. fira I1mbol W "8"', !.be diaribu\iOll it rtnned. The 
ULfopy cl auch a model Cab be tUculaud u 1.47 bit.. WheD a 
model representm( the &&me La.QP ...... coo6(W'cd N 1n GIU" Ib, 
wi,hout r'fIPr'IMllta.tiOIl of ~. eO-OCCUtfeOU, the eD~ 1. t.wo biLs, 
oat bi, Cor the ebolee at lach node. CoaJ!iJUriD, the- model U) "Sect 
co-occUfTeoee lmowledse bu resultAd in more daan 250% JOWl!' 

eattop1. Clearly, ~h. modt.! to 5_ C&ll do a bett.r job ol ~dietinl 
iatomiQ( nrin" in the lL!lFlace tb.ao r.M.t in 5b. 

5b 
.5 

.5...-~ __ 

2 bits 

Figure 5. Altamatlve mDdal. for a simple 
language. 

We performed & chaterinc lIwci! to determine wh.ther we- touki 
compile co-oecurTtnu bowledlt iDIO a pboooIocKal modd, benu 
laweriu( eMropr, Qlins &4 autoru.1.lc procedun. Coosiderial uch 
sent.enc:t pai!' lrom a .peuer to cOMtiloute 00. u\terance, we 
chutcred the 830 utteraned into tht' IoweM entropy !foupi ....... eav.id 
And. Eacb "OUP coulel ,hell. be wed 10 ut.imau aZlo9boa.t prob.bH­
iue. fM Ul inde~mdent path t.hrou(b tb.e model (""' 61U'" 6). 
Grvupins qe,ker .. menaces 'With aimilat' allophonic rnliwiona iD 
\hit nunner .uOW'1l 'he pboaolO(ical model &0 c&pt.llre _cul'ftncc 
lcno'Wledp by iIoi .. t.i.nl c.>OCtlirrinl 'lJlophonll in 'he ... me pl.I.bl. If 
th.re ill signiflcant CO-OCCUlTtnCe io the data, tbi.t ne. model ~bould 
ha ..... lower entropy. aDd heaet I"a'-C:r predicuy. power, tb"", ~e 
p«,-Ktu5 model. 

The dwt.eri~ t.r.chniqul !,IRd wu .. cambin_tioo at blerarchkal 
dustcrin, ud the ic.en.uve Lloyd alloritbm IDuda. and Hut, 19731· 
For ea.eh 'l>eclfic nurnMr of dwt.en dtllired , the dAta 'Wert e1u.te~ 
into 'hat number of f1'Oup3 using an a.nfalDCraa.i.ve hierarchical du .. 
:.criGl ucbniQI.I" "",ci theD th.M chute" wen uK<! :u the sew 10 
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e • • • • 
e 'CR.:ll • 

• 

• 
(Je-a C: CC03 

(}--c <> <> <> ClC9 0 

Figure 6. AIlDphone network for the 
2-senlence utterance, showing 

clusters as separate paths. 

tbt Lloyd alpithm. Ea.eh sup af tile bit'r&fthkal clwl.f!rinc algo­
rithm LnyalVet mercias: t.be nearat pair 0( distillet eluate". ln~ 
ually, ... h \l~atl.ce forms a sinptton duskr, Uld 'he procedure 
canUlI.uft UD,il t.hc dcMred nultlw 01 cl\l6l.cra W: re~ched . At eaeb 
s\cP. t.he nearest. pair or dUS\ets was delined ... tbal. pair wh01lt 
IbCf'linl .. oukt ~ut, in a model with the loweK cOfiditianal .ntropy 
H(S~). which "1M cQrap\lt.ed u: 

H(SI')-iEM(i)H(Sii) (3) 
, I-I 

H(S I i)- 41'1"'0" of , drite, S irt dader I~ 

Hence, H(SIe) is de&Qed .. the' wei&ht.ed ;a."enl.S"e (weighted by elu.­
T.er a.iseJ a/. the enr.ropies ot 'he indiyidual dust.ers, which., 'he aame 
as the en'ropy 01 • ~rinl, a:fytD thu you know whieh C'I~ter die 
suine falls In:o. TbooSh tbe rul obj«t.ive or this PlWcdurc wu 1.0 
minimiz. H(S) ,&'-IIIT th&.D H(S"=I, COlDpuunl H{S)for 'he compo.ite 
model at. each K.e1'l.tkM:a 01 the alconthm is computaLionAlly too 
expeuin. Thou,1!. H(Slcl La nol luuant.eed to be rooootonically 
Mllakd. to tI{S}, i ' .hould be In mo.t CMe'S. 

ta tbe s.eoDCI ph ... 01 clusterillS, the c1W1tcrS found by hlcrarchic;u 
duat.criDs weN ued AI a IHd to tae iwru.iYC Lloyd alpithm. 
wbich conuuCHld uoUi the Improvem'M (or on. it.er..uoo wu IIQJ 
t.baQ & thrcthold. Eath itera1.ion of the Lloyd al,arithrn. involved 
!.be CollowiD!: 

1) YOI' each uttetuu: compuu H(SIc), .. in ~uation 3. with tbis 
utUr.M' u a member 01 .ach CW'ftO' e1tLUr.r _ rel:lember the c1u.J­
tel' fOf' _bleb H(SIe) • minhn.a.1. 

2) ODe. Lhe anI' eluat.er is ebos.n rar all uu..ranta, actuaJly make 
!.be ewi~b.n. 

Typica1Jy. the Lloyd allorithm caDunued tar 5-10 itcTatioae. anei tht 
&mOun' af red.u.,tlon. in H(S) O'Ver the c1wt.en output. rrom 'he 
hlerardaica.l duM.crinl procedure was anather 1-2% lower ~ao the 
Wldust.errd model. 



ne r.ulu 01 cbe c;l~rill( Aud,.. ..,.e abOWD. 111. 5pre 1. The hither 
cune H(S) it rot 1he eompc*foe model ti'ff::b 10,20, &Dd ao c1"'Lmi. 
ne rwuh. ahow Ua&\ \.be ClI1U'Qp,.. 01 • phobolosiuJ model eau be 
lo .... red 1~1'% by modeUil'll t.hc CCH)Ceu:reuce or allopboaic (oJ'nw. 
Furthermore, tlm eo--occurtellCC' CUI. be modeUf>d Cor anJ aumeh:n.u,.. 
lute dau K~ by ruDAinl .. A&ndud c1u.t.erinll .qoritbm. without 
die Deed to explicitly determioe .... hal tIw eo-oeeumGte5 U'e. The 
aipi6eMco or llli, lower c:~c {H(SIc}} wlll be diKu..d beknr to Ytc 
lIe\.ioa. on apeaker poops,. 

15 
1. 13.0 ,. 
~. 

H.1 

" " ~ H(s) 10 

t • 
0 • 
~ 

7 • 7.3 H(SIC) 
5 u 
• 3 
2 
1 
0 

0 10 20 .0 
Nu_ 01 Clullet'S 

Figure 7. Entropy of utteranco model.. • 
function of tho numbor of clusters. 

We u.o t.eet.ed whtt.btr deroosraphk '"tars and ~eeh rs.~ could 
be used lei predict .Jlopbooic rorma. ~ rauiw an shown in 
!iSU" 8. Cbi..qdarct (at dlt 01.5~ eoalidence Inel) were cOMPUted 
to test for independenct between r.:poo (each speaker wu idtnt.i6td 
witb ODe oI8e'ftn If:OIAphic rc(ioos or all &II ~&tmy bJ'1'''), ace (bJ 
deeilolM). ra.ce. AX. tducac.iOll {HS, es. MS, or PhD}, and IIpCKb ra.e, 
n . lorm. Aa C&D be aunt the rcnlta -how siSftlHc&llt oem­
incleptrtdeDee betwMo aU 01 tbe demoln.phic fac\Ors \'3. form ud 
rat.e n. (O'I'ID. Th. indica1.U t.bat aU or theee factol'S an: D.,o.i6eulo 
prtdtct.Gn 01 allophonic oc:currence,. For example, people from New 
En,hlOd ~nd t.o aay r-la& · your'" and people- (rom Ute South. t.end 
to ... y "~:uy. with lL lsI. 

Chi·squares lor forms vs. demographics 

Oy 
your 

I • I dirk , 
suit-In • • ;r •• fiy • • ... h • waler·t • I • : • Walltf·r • "' 1I10n't • I • I ••• • • • I. 

I • .n • oily • like • • • that·th 
that·t • • • Figure 8. 
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SPEAKER GROUPS 

TAe lower eo,.,.e in. flCU" 1 tho ... the coadilioa&1 eDU'OfIJ of lM 
lIIodd PVID. the cJuttoc'. computed .. in equMioo I. This ruuilo 
iDdieakl tbM If the appropriate cJutcr lor tbt lacomi,D,S 'QUftu.ee II 
imoWD. ia aGnoee, ,at.ropy Call be lowtrtd SO-aO% trom t.he 
uochat.er-ed mock1, 'Tb. l\ucSt.ioo w.~o an.. 01 bow well Cia we 
predict \he cluat.. lex' a.o iocomins utkruu. n~ quel4ia:l, in 
bani, T ..... a IlIlmber or addi~Km" qQl!lltiona: 

1) Wlu.t t:l:pliei' predietorl oC chut.er mClllbenbip &HI ... ailablt1 
('-II" eelr, rerioa 01 oripa., qtech rate, etc.) 

2} How cona.t.en~y do. ... ptaln!r flay ... ic.bin 001 c1U1W1r? (i.e" U 
• .,.aker .ea.,... ia \be Ami eJ~r .i~ NMOQabIc eonaNIle)', lhln 
mpkl ada.JI\aWoo to a Dew a,:>eaker IUJ be actompJilhtd by ebooainl 
the a.ppropnac.e elUItcT alter .om. n:peNaee with ~bia 'P.a.ker, or 
ekoo.hll u. appropriat.e "'~Ih.tln. Cuonloa O'I"er the c1u.«n.) 

3) How C&A "'e dMt.i.(y a apeaJcer into 1M aJlproJIriati cluster, or 
ehOOM fob. appropri.at.c weilh~ID' (unC1~ OYe.r chl.tetl (or ,hla 
lPI'akll' at the C'Ilmot ~nM:f 

<II Wi.eo durin, a reoopltioa. MMlOo. abouJd .. nlw eiuahr be cboeen, 
or a 1M" welpt.lnl runc:t.ion bt: computed? ( ..... wheD Ipucb rate 
tbaDI'" when pen02'tIlloOCe drope, onlJ WAil. DeW .peaker comC!J 
-, .. " .) 

ne .. uliie. df;SCribed in lob. Hcwn wtre desiSJIed to addrea the 
fttIt. two q,uatiolLS. 

la. orde.r tv t.nt. Ccw pndic&o1'S of dua~r IIIC1ft'bt~hip, ",e pe.rCormw 
c:bi-6quarel at. the 87 .5% confidence I""el, !.ClUne: tor nOt!­
independence be,'wCUI cluster 'fl. form. du.st.er T • • all o( ocr demo­
p'aphic (act.on (ace, raee, reaioo., M1:, .,.d tducation), a.nd dua\.cr 
va. ~cb rat.e. There,.. ... 1i!UI6.eant. uoa-indepeodtnce be\ ..... ~n 
dalo." and aU allophonic (orlDll exupt (or the ; t j in Hwater·, loS 

weJl .. (or all dUll08raphic (adon aDd rau . the lack 0( 

upilka.o.ee for /t./ in ·wak," i. not aurpriaior siDcc. out 01 our 
umplt of ero :speaJten, onlJ five at them upir.ted thll: i t/. 

10 order c.o ~ thc cOnlatencr witb which speakers remain in clus­
ters , we Sau.ered a new ad of dau, C'Ol\.tistinll ot speaken reputinS 
tile .. me ,ent.ence. many times. FOUl apeu.ers " 'ere tlcoro.d in 
t.broH aessioru each. with recordinl usUoM for the Gme speaker a 
week apan.. The rceordio.(S wert made jA .. 5Otmd· treaud rOOni. 

tWill a dOMI t&1IciRII microphone and a Naif:!. ta.pc recorder. Eaeh 
recordiq: _ion conei"ed ol eisht rudiftp of the :same two $en· 
t.cnen used in the experimentll described e~ier, Ulter:sper~d in .. set 
01 seven flller fto'eacc... The Sru fh·c rcp«.itions _tte I.lnindJ'l.lcted 
(i.e., ·normal ret4i11s"). Ai. the ,ixlb repcutlol'l, the .ubittu were 
~truded to rud ytry quickly ... , the MYn.~ slowly _ad el.l'erully , 
a.pd at. t.M ti,h~ Dorma.lly. From lut.eninJ Coo the recordi,,-p, i~ it 
our jud,.men~ that 'he (ue. readinp wert. iodeed, extremely (ast . 

aod the .low aod c.nJul re.cinp Wtre atrcmely .10..., and careful. 

Since Uu: uo.iu..trucud rudiop were ta.irl:r [LSI., the diffetrnce:J 
be\ween tbe ,)ow a.od unin.ttue'ed r .. ciiAp wire more d,aml.tie 
than theM between Ule last. and oDinMructeci readinp. The final 
data. .. 1. conailta or 915 rtpetitioas of the- two sentences. 2, from c.acn 
.-peaker, "ith 72 ftpetitioD& uninsLruc~ CIt ~n«m_i~, 12 {1.5~, end 
12 slo ..... and e6l'dul. 

The Ame 18 pbonem~. dtcd 10. the earlier expcTimenUi wen phoneti­
cally m.naeribed, with the aid. 01 the tools dnc:ribed flarlier, by 
MiehK1 Cohen, and cbeeKed by Jand Berutcin and Ga.y Baldwin. 
Each oC the ge u\tenoeH were loheD d ... i~ iot.o tbe dusten baaed 
on the a.~""f:&Ir ... datil., .. deserin",cl iu the prtviOlJ" t.(Ir,loion. We 
choR to ciUlily them iow the lc>-du:ster ... eBioo so tn.t each clus~r 
.... ould be bued 00 a l&11e number or uttttI.Dees (approxim3tciy (3). 
Eaeb utteratlCe was clUlilificd into the dune!' \tI1I.b the c~nlroid _ir.h 



minimal E\lctidlEaD dlat&Dcl \0 Wl. u~n.ac~. T-.bk I sbowI tM 
r.U1D~f 01 utteran.e" (06 .. t:b .peaktr claaifl.d into .ach dua&u. 
Ju. UII be Rftl. ~ 01 the utWrane. ror lach l)Heaker ked 10 be 
dMSibd m~ ~1I'o or ~b.tM clUiUrs. Eleveo of the 11 Ilow utie,. MCet lFft"I c1.-illEd toto CluMcf two. Th. r_ IlUer&.ll.C_ did not. 
und to ran into MY one c1W1t.er. 

T_ble 1. a._"fie_tlon at .pe_ker utterance. 
• cc;ordlng 10 pr .... zl.tlng cluat.r • 

Spe_ker. eluater. 
0 1 2 3 • 5 8 7 8 8 

JB 0 0 3 0 1 2 3 1 014 
JK 0 2 8 1 5 0 0 1 9 0 
KC 0 1 2 1 2 0 1 0 017 
PR 0 11 8 0 0 0 3 2 0 0 

TheM rllu1t. Illdicak t~ l.hhoulb ~akcrw (all into thl aune c1us­
t.4irl with Il0011 cOnilPuncy. c:boo.int; .. IiD,I. cl~r (or • ~aklEl \. 
inadeq~. A mort: reuon.I.bole .. ~~h may be to c:booM a 
.eishtinr {unc~1l 01'U ioU o( Lbl chlf\.tn. Funhflrmore, eluter 
membdtip Ktlnl &0 be .orne. hat dependent CD. ~ptee~ ,..t.e. 

lNTRA.SPEAKER VS.lNTRA~GROUP VARIATION 

T1MI mule.. o( th .. pnl'~UI Mttloll ""ICHt. a me~ or adaptation 
by cboolin( .~p",pri&.u scr.. of (or wei,nw tor) chalk ... (or a 
sp.aker. Th • .-cud,. described ill t.hia ~""- addrutel \he qutlt.ioD 
of wlltthtr or ntH It ;.. u~du) to t.ry too (unher adapt 10 the indiv'" 
du.al. Ipuku OD« the ~lusl.e!"l an ct.o.ea.. We ban a.ddC'UlCd Uat 
quHtion b; compuiDr thfl a.mOllDt of y.n.,ioo widli.. a linCI .. 
.,.&ker to Lhe amount. 0( yariMKm wi~hin &. Mogle dUller. If tb.rt 
Is considerahlr lea VarlakoZl within a 1p.U:er \hili withiD ... eo a 
sinsle cluter, ,heD I-hu. m&.,.. be waYI ~ {urt.b.tr adapt. toO the IlIdl;. yidu&! ~aktr. 

Th. data ~d ror t.h i~ IICperimelit included bot.h the 63C)..Sf>eucr 
data described urllet. and the four speuer Ilu.ltj.ttpt,jcioa d'-'& 
described in the pttYious MrlKID. We compued lobe eMtopy of a 
mod~l U'&intd rot a sinSle .s,peaku in 'he tnulti-replEuttoo d&L&:Set to 
th. taLropy of a cJl1~t.er (roat the 83G1pul(er sec, Only tb~ 18 uaift­
~truet.e<l utterances lor eacb "PtNer ~tT lUed tfolU r,be lIlult'" 
~pet.ition d ...... beelUl3C t,h, ~aker dat& _.,. ncorded wi\bout 
instruction. The c:ompuUon " .... made wich the IO-duster nrsion 
of the eJ0..4~ak" data eo thAt. .ach clUlw wouki 1M hued all all 
adeqUAte amont 01 dat.&. 10. order to be able to m&k. a t~r eom­
p&riaon, it 11'" nece55&IT to eompan! d'l' cnt.ropy 01 mod.l. trained 
OD the S&.Ifte number o( .apeuers, .0 we I&mpied the lars .. clu.alen 
rrom the 830 .Peakn- Itt br raodomly choosinl a cluner, aDd ,I\en 
randomly chOOlinr the appropriak numw of spel.lcel'S (rom the 
cluster. This wu dooe 1000 cim .... and the lilian catroPy 01 the 
til-member chakn "'ere compluld. The _aD. .ntropy 01 the IS­
member ehmen from me 6JG.speuu ci ... ~ ." .. 8.39. Uld C06 &. slll­
sie 3~akl!l Irom lotIe 'lQulu.npnicion dau. " .. IU8. apptOxim~kly 18% 1~lr. 'l'h.i.t auS8t:11\o1 Ih~ poMibility of 'iiDiflcaDt indivu:lual 
"PIaket ad&ptatioa bt:yoo4 Ute caOOilU:!.g of IJ)propri.k cluat.tn. 
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The Iwdiet: dOlC'ribed i. the p~viOUI lour tecbons ban d.mon­.tt.nkd .ocn.e t.ypt:ll 0( M.NCUIn in lob. phonolOfical yari .. tioD. 
obMrved in • data .d C'ouiKi.nll ot '_0 IICn~ncu (21 wOf"Cb) read by maar lpea.ken. lD addit.ioa.. ~ bave IhawD. .aErIe t.ypet oC lerical 
reprwer"auOCIII ,b.~ [Disb, br UMd t.o tapt.un: thi, M.rut'ure. Repre.nwioM wue C'Ompand by meaaurill, thlir .ntropy. or 
pn:dict.in abili'Y. t, ia u.1Umed th.at. Iow6r Intropy can lead t.o 
impro'f'td reco&lli~ pc-rf'ormaoc~. III the M .... future, WI' ilr.uud to 
tlst 'hia _umptioa in ... ...rie. 0( ~tion perCOUDallce .tudiCi. 

The rnult. dMerlbed above ba.,. • number 01 implie.tioo.a for .,.. 
tam dtL!JiID. The am: s1vdy sull_ted Lhat ... al.1li6eut. adTaD.cac' i.o. rccopitoioll &Ceurvy tlQ be sa.intd by Ineorpotaunl pf'OnuDti~ 
Lie. pfObabilit!td III ... luical model. The major probllm in iocCX'" 
pon.t.i,ns JIlKh kDO,.Jcdre in~ la,rre vocabulary 'Y11.ema i8 lifldill( 
lUm.ci'D~ &.IDOU.DU of 'raiaia, dM. to adequ-W,.. eatimaLe .al.JopbOGl probabiliti .. lor dw KpleDYI ol eKh won:! io tb.~ vocablll...,.,.. A 
poIIibl. aoiUt\oD to 'hia problem i. $0 ux Uowled,e ol phooo4oclcal f"I1.... Nlt 1f'Ol.I~. Imd \hi co-occurnnee 01 a1I.op~tlic (OtlN to 
reduce ,h. lIumber 01 iadcpendent probabilitiCil ~in, ettlmat.6d.. 

The MI!'OOd stud,. abowtd co-occUITence relationship' betwlren an~ phonk torm.. 10 addilioa. &It s.II.1omatic duMerinl tecbnique w .. demoo.tra.Led \hat could b. used &0 model ~b; c:o-oceUrreDC'e ror ... 
data let. without explicit ir.llOwkdCt o( ""hat ~bese eO-OCCUITe-DCCl 
~. Tbil ruui' Ngellls that Itxical tepreHDtaliolll. CI.II. be imptOYed by j"cludi., .a small «lUmber o{ set! 01 word mod.ll. nch 
tralud oa &Il ~pr~. cluat.tr 01 .a IItSI WI. seC.. When scorinl 
IC"queDtet 01 word. prooundatioD bypo\hcse. (or an uUerance, each 
aqurQte woWd. only lodud.t one !Set ol wOfd modtl probabili\in. 

~ lut two .tudi~ 3UCIIM. mtLhocb 0/ &d~Oft to .. DCW 
spcuer. 1..5 well .. oncoi.ol .daptatioo within a M:!:s~D with a sln",ie 
speak_. La R,utr 1. HISle) i. shown. w be c~derabty lower lhan 
H(S). 'I'hiI IIII1"ClW I.h~ prcdicLin, the ~propri&t. dUlt.er (Of an 
utUfaoce Clll reduce entropY cOl\llldetibly by .Uowins ~ ItCMCh to 
b. eoo!m.d to thc model o( a ainlle duater. 

The thIrd .tudy. ""hKh explorlEd the consiatency wiUt which a. 
speaker remaill8inacluter.su!&e5t1.batpredk.in •• heclUS.tf (or 
LG uU.ranee CUtlot be achi .. ved ~ely by spnktr adapt.tion. ,ince 
.a speaker will not .tay in a .ingle dtJ,lLer consistently. However. the 
c.h.ird .tl.ady dou .sun~ 'ha.l K(S~) can be IPproa.chcd by choolln!!l 
I.Il Ilpprupriale wcl;htinc rUDctioa 01'(f all th .. clu.ter., sil'en lOme 
experience wiLla & S9f1uer. Furthtrmotr, theM tKUlw IUSlCI& tM.t 
bo"led~ oilpee1:h taU CaD. bfl UlCd &0 improve prldiction 01 the 
appropriak: clu.sur klr III ut.t.cr&nn. Onsoior ad*ptat~ mipt be 
IChi.nd b, period;c&lly recomPlltlnr \be wri,htins tunetioo, We u.ye no4; uplond the quHIoioa ol whlb . or bow often, should this 
wetptin( IURrtioa be recomputed. 

Th. rcwlt.. o( 'h. rourth .t.udy, compuins in~peahr to iDtra­
eluakt efl,ttop)'. tbow puter caa:JiI~ncr ...-itbill .. sinsle speak.r \baa within tM el~r:I (OI.IDd in the P"'Ylous !ttudies. 'I'hu IUlIUll 
t.ha.t lPfluer adapu.tion Call be impro¥'ed beyond the choici ot du. 
""l1I by rurtbrr re&.ne-qLellt ol model paramettr.. bUed OIl """nded cxperieu<:. with, • speaklf. The major probl.m wi\b Il\d~\'idual 
speaker acb.ptatioo. is Lhat. mod .. 1 paramt"~ b..Tt to be .umatrd Crom a small amouDt. o( daLe (or tbe spubr. The adyantqe or 
adapta,\ion br c1l18tar choice a that the c1~r co~ld be well ~ft~ 
IJfI l&llt amount. '" . . • ,&. The- p~em or uLllu!l.clellt data (0' I~dl­
vidual speaker a.dapUl.ioa cao poaaibly be bandltd by txplohlDII 
lmowladlJe .bou" phODOIOJical ruleJI, rule sro~PIl. 'b~ c~curreoc. at allophooit (orma. and implicatiorl&! Nle hle.farchM$, 10 order to 
ckeru .. the QUal-ber of pa.ameten bein« ncimJot.cd. as _til as iDcru*! the Ilumber 01 samp!u tor r&cb paramlter. We intend to 
erplore m.thode ror dcinl thu in. {utUft work. 



CONCLUSIONS 

We ban p-rfonD.ld • It'ritl of four 'W.d.iH. 1ri1.b t.b.. CoUatrln, 
_kE 

1) mtcrponti •• empirically dgerm.io&d probabilities d aJIopboClM: 
foJ'IIW into a p~ociu.l model tAl:! etpi6c:.u.l.I, nduc:e !DOdd 
muopy, &lid poIIIibly hapf'OTfi ~Uon accuracy. 

I) 'I'1M>rc .. IlipiiCaM CO-OCCQIT'OQte 01 .l}gpbopic {~ ."jt!UD N 
vueruee, aDd. .. tom.a&ic c:\ualcrioC SWOCed.uru eq. be uaed to c:o~ 
pik bmrifldp of th .. eo-ocC\lrft.I)('. mto & p.bat~c:.al lDOdel, 
wiUiMlt. Med to 4«pllcltly d,hnnioe whAt. the eOoOCCWf't'DC_ ar •. 
lneorpon.t.ln, Lh.-e e6-0CCbttwllC'1IIIII iDoLo ~e pboDoio(icaJ model e.u. 
siplftcuU, knnr eDtropy and allow a form of within..utWr&llet 
ad...putiOD. ~ibl7 imprvnDI ~C:OJllition .cClI"'C" 

3) Spukcn 1.eJI.d to taU iDt.o phooological IP'OUpa. Lpid .d""atioo 
&.ecbDiquet mJ&ht. wort by cDOOIin, ei&.her .. se' 0( dust.4!rs ~ wel,h'" 
ins IUadjon aveT all clu-ten foe- .. apukcr ri'¥Cf). • ,mall &fnOUnl. oJ 
uperiCIICIl wiLh that. ~&kcr. Ol'llod!l lWi&pwiorl ma.7 poIIibly be 
achi.ved by periodically rechOOllll1 & tiu,"" tel. or rtCOlDp\l.~D' t.bc­
'Wei,hUDlluDeUoo. 

4) Individual Iptakerl .,.ty It3I tbloD .peaku c1u.rwn, aod. c.htrt{cm, 
rurthfl' a.d.t.pu&ion La all ibdividual .pealc.r could w ..eru!. 'l'hi, 
may require d,. expioltat.Joc of ltoowl~lt about pboooJo(icaJ rut., 
rule lfOupt, Lmpuc:alionaJ rule hleru<:hies, and tbe co-occurrent'e 01 
allophonic fonm . 
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