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ABSTRACT

In this paper we report high phone accuracies on three corpora:
WSJO, BREF and TIMIT. The main characteristics of the phone rec-
ognizerare: high dimensional feature vector (48), context- and gender-
dependent phone models with duration distribution, continuous den-
sity HMM with Gaussian mixtures, and n-gram probabilities for the
phonotatic constraints. These models are trained on speech data that
have either phonetic or orthographic transcriptions using maximum
likelihood and maximum a posteriori estimation techniques. On the
‘WSJ0 corpus with a 46 phone set we obtain phone accuracies of 72.4%
and 74.4% using 500 and 1600 CD phone units, respectively. Accu-
racy on BREF with 35 phones is as high as 78.7% with only 428 CD
phone units. On TIMIT using the 61 phone symbols and only 500 CD
phoneunits, we obtain a phone accuracy of 67.2% which correspond to
73.4% when the recognizer output is mapped to the commonly used 39
phone set. Making reference to our work on large vocabulary CSR, we
show that it is worthwhile to perform phone recognition experiments
as opposed to only focusing attention on word recognition results.

INTRODUCTION

This paper presents some of our recent research on speaker-
independent continuous phone recognition using continuous
density HMM (CDHMM) context-dependent phone models
trained with maximum likelihood (MLE) and maximum a pos-
teriori (MAP) estimation techniques. The phone accuracy is
assessed on the Wall Street Journal (WSJ)[17] and TIMIT{2]
corpora for English, and on the BREF[4, 13] corpus for French.
WSJ and BREF are similar style corpora in that both contain
spoken material from read newspaper text recorded under sim-
ilar conditions (8kHz bandwidth, close-talking microphone) .
Results are given for TIMIT in order to allow comparison with
other researchers’ work, as TIMIT has been widely used to
evaluate phone recognition[14, 11, 19, 20, 15].

While in recent years speech recognizer evaluation has fo-
cused on word error rates, we believe that evaluating recogni-
tion at the phone level is important for several reasons. With
increased interest in portable speech recognition components,
there is a demand for vocabulary-independent (VI), speaker-
independent (SI), continuous speech recognition which typi-
cally implies an approach based on phone-like units. The better
these phone models (or acoustic models) are. the better the per-
formance of the entire system will be. Only considering word
Or sentence recognition performance, particularly when word-
based n-gram constraints are used, can mask problems that arise
from the acoustic level.

In performing detailed error analysis of word recognition
errors the phonetic recognition results are often used to under-
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stand the source of the errors. In fact, our recent experiments
on the WSJ task show that improvements in phone accuracy
directly led to improvements in word accuracy when the same
phone models were used for recognition[10]. Phone recogni-
tion is also useful in determining pronunciation errors in the
lexicon and identifying alternate pronunciations that need to be
included. A related research area has been the identification
of non-linguistic speech features[12], which uses phone-based
acoustic likelihoods. This approach has been shown to be ef-
fective for French/English language identification, and speaker
and sex identification in both languages.

In this paper, we show that high phone recognition accuracies
can be obtained using relatively small sets of continuous density
context-dependent (CD) phone models. The paper is organized
as follows. First the recognizer and the training procedure are
described. Then experimental results are reported for the three
corpora. Finally, by illustrating the link in performance between
phone recognition and word recognition using the same phone
model sets, the importance of assessing the speech recognizer
at the phone level is demonstrated.

RECOGNIZER DESCRIPTION

The speech signal is converted in a sequence of feature vec-
tors with a fixed 30 ms frame and a frame rate of 10 ms. The
feature set includes cepstral coefficents derived from LPC or
DFT based cepstra with their first and second order derivatives
(A and AA cepstrum). The log-energy and its first and second
derivatives are also included in the same high dimensional fea-
ture vector. LPCC analysis is used for the 4kHz bandwidth
and MFCC analysis is used for the 8kHz bandwidth. For the
MFCC analysis, the channel Bark power spectrum is obtained
by applying triangular windows to the DFT and the cepstrum
coefficients are then computed using a cosinus transform(1].
For a 4kHz bandwidth no significant differences were observed
using LPC or DFT based cepstra[9]. For an 8kHz bandwidth,
this analysis was found to outperform an LPC-based analysis
even with frequency warping.

To model the sequence of feature vectors, the recognizer
uses a set of CD phone models, where each model is a three-
state first-order left-to-right COHMM with Gaussian mixture
observation densities. The phone contexts to be modeled are
automatically selected based on their frequencies in the training
data. The models may be triphone models, right-context phone
models. left-context phone models, or context-independent
phone models. The covariance matrices of all the Gaussian
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components are diagonal. Since phone duration is not ade-
quately modeled with a three state Markov chain, a separate
duration density is associated with each phone model. Dura-
tion is thus modeled with a gamma distribution per state. As
proposed by Rabiner et al.[18], the HMM and duration param-
eters are estimated separately and combined in the recognition
process during the Viterbi search.

The main advantage continuous density modeling offers over
discrete or semi-continuous (or tied-mixture) observation den-
sity is that the number of parameters used to modelize an HMM
observation distribution can easily be adapted to the amount
of available training data associated to this state (This can be
estimated by use of the Viterbi algorithm, for example). So as
a consequence, high precision modeling can be achieved for
highly frequented states without the explicit need of smoothing
techniques for the densities of less frequented states. Discrete
and semi-continuous modeling use a fixed number of param-
eters to represent a given observation density and therefore
cannot achieve high precision without the use of smoothing
techniques. This problem can be alleviated by tying some
states of the Markov models in order to have more training data
to estimate each state distribution[20, 6). This kind of tying re-
quires careful design, some a priori assumptions, and results in
amore complex training procedure. However, these techniques
are of interest, particularly in situations where the training data
is limited and cannot easily be increased.

When a bigram phone model is used. the overall Markov
chain is obtained by connecting the phone HMMs through null
states representing all the possible diphones. These null states,
which do not emit any observation, are used to merge all the
transitions corresponding to the same diphone, thus reducing
the number of connections to a more manageable value (i.e.,
the fourth order becomes a cubic form). With 500 CD models
for the WSJ corpus, the resulting HMM includes 1656 non-nuil
states and has about 4 million parameters. Gender-dependent
phone models are used to more accurately model the speech
signal. This is done by doubling the number of CD phone
models, one set being trained on female data and the other on
male data. When using gender-dependent models, duplicate
Markov chains are built (one for each sex) and the initial and
final states of the two chains are merged. The duration models
are gender independent.

Phone n-gram probabilities (2-grams or 3-grams) computed
on the training data are used to provide phonotactic constraints.
These phonotactic constraints correspond to the between phone
model transition probabilities (in the case of the 2-gram the
transition probabilities are tied to be associated to the n? 2-
gram values, where 7 is the number of phones).

Maximum likelihood estimators are used for the speaker-
independent HMM parameters[7] and moment estimators for
the gamma distributions. Training for TIMIT and BREF makes
use of the associated phone labels. For WSJ, training uses the
orthographic transcriptions. since corresponding phone tran-
scriptions do not exist. In this case, a Markov chain corre-
sponding to all the possible phone strings for the given sentence
is generated based on phone transcriptions in an associated lex-
icon. The network is then modified to incorporate alternate
pronunciations in the lexicon, and phonological rules are ap-
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plied to hypothesize possible realizations, in an attempt to ac-
count for some of the phonological variations observed in fluent
speech. Using these optional phonological rules during train-
ing results in better acoustic models, as they are less “polluted”
by “wrong” transcriptions. To build gender-dependent models,
MAP estimation is used to perform adaptative training of the
speaker-independent models with the sex-specific data[5].

The phone decoding is carried out by determining the most
likely Markov state sequence using a one pass Viterbi beam
search. When using gender-dependent models, the two Markov
chains are processed in parallel. In practice we have found that
the Markov chain corresponding to the wrong sex is rapidly
removed from the search space.

EXPERIMENTS WITH WSJ(

The DARPA Wall Street Journal Corpus[17] was designed
to provide general-purpose speech data with large vocabular-
ies. This corpus serves as the focus for the DARPA continuous
speech recognition evaluations[16]. In these experiments the
standard SI-84 training material, containing 7240 sentences
from 84 speakers (42m/42f) is used to build the phone mod-
els. The non-verbalized (nvp) and verbalized (vp) punctuation
Feb92 pilot evaluation material are used for test, containing
200 sentences from 10 speakers (6m/4f) for each condition.
Since there are no associated phone transcriptions for this data,
a phone transcription was determined by performing segmen-
tation as described above. A set of 46 phones are used for WSJ
consisting of 21 vowels, 24 consonants, and silence. Phono-
tactic constraints are provided by a phone bigram estimated on
automatically generated phone labels of the training data. The
phone perplexity of the nvp test data is 17.5.

WSJI0 Corr. | Subs. | Del. | Ins. | Err.
nvp, 4k, A, 500m 713 | 214 | 73 | 52 {339
nvp, 8k, A, 500m 74.8 187 | 6.5 | 49 | 30.1
nvp, 8k, AA, 500m 77.0 | 171 59 | 46 | 276
nvp, 8k, AA, 900m 789 162 | 49 | 48 | 259
nvp, 8k, AA, 1600m | 79.3 162 | 45 | 50 | 25.7
vp, 8k, AA, 1600m 82.3 13.7 39 [ 43 220

Table 1: Phone recognition results for WSJO using 46 phones and
phone bigram.

Experimental results for the Feb92 pilot test data are given
in Table 1 where silences have been removed prior to scoring.
Two sets of CD models are used, one for each gender. The
first two entries compare the phone accuracy for a 4kHz and
8kHz bandwidth, using 500 CD models and the A cepstrum. An
absolute reduction in the phone error of almost 4% is obtained
with the larger bandwidth. Increasing the size of the feature
vector to include the AA cepstrum gave an additional absolute
error reduction of 2.5% with the same model set. The next
entry shows that when the number of CD models is increased
to 900, the absolute error is reduced by 1.7%. Increasing the
number of models to 1600 gives only a small reduction of 0.2%.
The final entry in the table shows the phone accuracy on the
Feb92 vp test data using the same set of 1600 CD models. The
improved accuracy can be attributed to the frequent occurence
of the phones in the punctuation words (particularly period, and
comma), which are both well-modeled and well-recognized.
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These results are all based on a comparison of the recognized
phone string with what we have designated the “reference”
phone transcription - that determined by the recognizer given
the text string and allowing for alternate pronunciations and the
application of phonological rules. We may pose the question
that this produces optimistic accuracies in that there a bias in
favor of the recognizer, which has provided the reference. In
order to assess the order of magnitude of such a bias, the phone
transcriptions of the 200 nvp sentences were manually verified
and corrected, at the phonemic level. On average about 3.5%
of the phone labels were modified. The recognizer output was
rescored using these corrected transcriptions, and the overall
phone error increased by 0.3%. However, in rescoring with
the modified transcriptions, we introduce a new bias — this
time against the recognizer, since it was trained under different
conditions (i.e., uncorrected transcriptions). Given that the
difference in phone accuracy relative to the overall error rate is
small, we believe that the overall quality of the phone models
can be assessed using automatically generated reference labels.

EXPERIMENTS WITH BREF

BREF is a large read-speech corpus, containing over 100
hours of speech material, from 120 speakers (55m/65£){13].
The text materials were selected verbatim from the French
newspaper Le Monde, so as to provide a large vocabulary (over
20,000 words) and a wide range of phonetic environments{4].
Containing 1115 distinct diphones and over 17,500 triphones,
BREF can be used to train VI phone models. The text ma-
terial was read without verbalized punctuation. The training
material used in these experiments consists of 2770 sentences
from 57 speakers (28m/29f). This represents approximately 4.3
h of speech data. 93 sentences from 8 speakers (4m/4f) were
used for test. The test text material is distinct from the training
texts and has a phone perplexity of 16.1. Phone transcriptions
of these utterances were automatically generated and manually
verified[3] using a set of 35 phones including 14 vowels, 20
consonants, and silence[8]. The phone bigram was trained on
automatically generated phoneme transcriptions of the training
text material in the Le Monde corpus.

BREF Corr. | Subs. | Del. | Ins. | Err.
4kHz, 16g, A 794 | 150 | 56 | 3.2 | 238
8kHz, 16g, A 799 | 152 | 48 | 35 | 236
8kHz,32g, AA | 81.7 13.7 | 46 | 3.0 | 213

Table 2: Phone recognition results for BREF using 35 phones and
phone bigram.

Phone recognition results for BREF are given in Table 2
using gender-specific sets of 428 CD models. Silences were
removed prior to scoring. Comparing the first two entries it
can be seen that increasing the bandwidth to 8kHz from 4kHz
gives only a minimal reduction in the phone error (0.2%) which
is certainly not significant. In contrast to the observation for
WSJ, increasing the bandwidth for French is not particularly
useful. The last table entry increases the maximum number of
Gaussians per state to 32 (from 16) and also includes the AA
cepstrum in the feature vector. The resulting phone error is
21.3%. This high performance in phone recognition has also
been obtained on other test data from the BREF corpus.
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Model set | # features | TIMIT (61) | TIMIT (39)
4k LPCC 26 39.3 328
8k MFCC 32 37.2 30.9

Table 3: Phone error for TIMIT coretest with 500 CD models and
phone bigram.

TIMIT Corr. | Subs. | Del. | Ins. | Err.
61,bg, 8k, AA | 712 | 232 | 5.6 | 46 | 334
39, bg, 8k, AA | 77.5 17.1 53 |47 | 271
61,18, 8k, AN | 72.1 | 228 | 5.2 | 49 | 328
39,19, 8k, AN | 783 16.7 | 49 | 49 | 26.6

Table 4: Phone recognition results for TIMIT complete test, with 500
phone models, AA cepstrum, and phone bigram (bg) or trigam (tg).

EXPERIMENTS WITH TIMIT

The DARPA TIMIT Acoustic-Phonetic Continuous Speech
Corpus[2] is a corpus of read speech designed to provide speech
data for the acquisition of acoustic-phonetic knowledge and for
the development and evaluation of automatic speech recogni-
tion systems. TIMIT contains a total of 6300 sentences, 10
sentences spoken by each of 630 speakers from 8 major dialect
regions of the U.S. For these experiments we have used the
training/test subdivision of TIMIT as specified on the TIMIT
CDROMI2] which ensures that there is no overlap in the text
materials. The subdivision provides 10 sentences from each
of 462 speakers for training. The coretest set consists of 192
sentences, 8 from each of 24 speakers (2m/1f from each di-
alect region) and the complete test test is comprised of 1344
sentences from 168 speakers (112m/56f). All of the utterances
in TIMIT have associated time-aligned phonetic transcriptions.
The standard set of 61 phone symbols is used for TIMIT[2].
The phone language models were trained on the training texts
after removing the 2 SA (speaker calibration sentences) that
were spoken by each speaker. The test data has a phone per-
plexity of 17.7 with this phone set and 14.6 with a commonly
used reduced 39 phone set[14].

Table 3 gives results comparing 4k LPCC and 8k MFCC
analysis with A cepstrum, one set of 500 speaker-independent
CD models and a phone bigram for the coretest. Silences
are included as transcribed following the commonly adapted
scoring practice for TIMIT. Scoring without the sentence initial
and final silences increases the phone error by about 1.5%. With
both phone sets an error reduction of about 2% is observed using
an 8kHz bandwidth instead of 4kHz.

Phone recognition results with a larger feature vector which
includes the AA cepstrum are shown in Table 4 for the complete
test. The final entries show the recognition results when a phone
trigram is used to provide phonotactic constraints in place of the
bigram. The improvement is seen to be small, only about 0.5%.
This is to be expected as the test set 61-phone perplexity with
the trigram is 17.0, which is only slightly lower than with the
bigram. This can certainly be attributed to the limited training
data available to estimate the trigram.

LINK WITH WORD RECOGNITION

Our recent development work on the WSJ task has pointed
out the importance of phone recognition for assessing the word
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recognizer. Evaluating phone recognition enables us to assess
the quality of the phone models without constraints imposed by
lexical information. It is also extremely important in that it is
much easier and faster to test out ideas using phone recognition,
than word recognition. In Table 5 results are given for phone
accuracies on development data from WSJO (Feb92-5k-si-nvp)
and corresponding word accuracies on the Nov92 Sk-nvp test
data. Improvements in speaker-independent phone accuracy
on the development data are seen to yield improvements in
word accuracy on independent test data. These results provide
direct evidence that it is worthwhile to run phone recognition
experiments in order to improve acoustic modeling.

Phone Accuracy | Word Accuracy
Condition Feb92-5k-si-nvp | Nov92-5k-si-nvp
500 models, A 69.9 90.3
500 models, AA 724 91.7
900 models, AA 74.1 93.1

Table 5: Phone accuracy and word accuracy for WSJ .

Our analysis of the word recognition errors for the Resource
Management[9] and Wall Street Journal[10] tasks made refer-
ence to the results of phone recognition in order to understand
the acoustic source of the errors, and to propose potential so-
lutions. This approach allowed us to discover alternate pro-
nunciations that need to be added to the lexicon, as well as
errors in the existing pronunciations. The analysis also led to
the revision of phonological rules as well as the discovery of
new phonological rules to be incorporated in the system.

SUMMARY

Our recent work focuses on developing phone-based recog-
nizers that are task-, speaker- and vocabulary-independent so
as to be easily adapted to various applications. In this paper
we have described a phone recognizer based on CDHMMs and
showed that high performance is obtained with a small number
of CD phone models. The recognition experiments have com-
pared phone recognition accuracies for different feature sets
and for mode} sets of different sizes. The experiments indi-
cate that a 4kHz bandwidth is sufficient to recognize French,
but that an 8kHz bandwidth improves the phone accuracy for
English. It also appears that French is easier to recognize at
the phone level (accuracy: BREF 78.7% vs. WSJ 74.3%) for
test sets with comparable perplexities. It may be simply that
the phonetic structure of French is easier to recognize than that
of English. French has fewer consonant clusters than English,
and has a more regular consonant-vowel alternation. French
vowels are also acoustically relatively stable when compared to
American English vowels whose spectral characteristics vary
more within the segment. The phone accuracy on TIMIT with
a phone trigram is 73.4% when scored remapping the phone
labels to 39 symbols. This result is slightly lower then the re-
sults reported by Robinson [19] on TIMIT (75.0%) by using a
recurrent neural network. There is certainly space for improve-
ments in our TIMIT recognizer, in particular by increasing the
number CD phone units associated with tying techniques as
used in [20].

We advocate the use of phone accuracy to assess the quality
of the acoustic modeling. Used to aid the analysis of word
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recognition errors, the phone transcription can help locate poor
acoustic models, modifications necessary to the lexicon, as well
as lead to the discovery of additional phonological rules. We
have illustrated that improvements in phone accuracy have led
to improvements in word accuracy when the word recognizer
uses the same phone models.
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