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Abstract
In this work we make use of a baseline ASR system developed for a speech corpus of Embosi (Bantu C25)—a less-resourced language. A
first version of this system has been used as a light weight ASR tool to produce forced alignments with the aim of carrying out corpus
based linguistic studies. Several linguistic studies of Embosi have identified the deletion of associative morphemes and vowel elision as
outstanding issues for further research. We show empirical evidence derived from the Embosi speech corpus that the deletion of these
morphemes is not observed equally across all classes, but that there are systematic differences in the occurrence of the associative class
morphemes being deleted. We also observe from the corpus that vowel elision interacts with the deletion of these morphemes. We show
that with limited language resources, linguistic analysis on less-resourced languages can be accomplished using simple/light-weight

models on small speech corpora.

1. Introduction

Embosi (a Bantu language designated as C25) is a less-
resourced language spoken in Congo-Brazzaville. There
are a limited number of speech tools available for corpus-
based empirical studies on Embosi. Yet, it presents several
phonological and morphological issues relevant and inter-
esting to linguistic research. In the sense of the limited
resources available, we focus this paper on the following
question: what automatic speech recognition (ASR) tools
can be used to investigate linguistic issues in a small speech
corpus of Embosi—a less-resourced language? We present
a ‘light-weight” ASR model as our tool for an investiga-
tion within the scope of a limited Embosi speech corpus.
We present some systematic patterns discovered within the
corpus through the application of ASR tools that relate to
current linguistic topics regarding this language.

Our primary methodology was to develop a tool to per-
form a series of forced alignment tasks on an Embosi speech
corpus (see Adda-Decker et al., 2013) for methods in apply-
ing forced alignments to linguistic research). The Embosi
data for this study comes from the Breaking the Unwrit-
ten Language Barrier (BULB) project (Adda et al., 2016),
and the forced alignment task was done using ASR tools
from LIMSI’s STK speech processing tool kit (Gauvain
and Lamel, 2003; Lamel and Gauvain, 2005). Within the
scope of this paper we investigate the ASR tool’s ability to
detect vowel elision and morpheme deletion in the corpus.
We use a novel approach as we apply an ASR tool for the
purpose of deriving forced alignment segmentations, and
we use these segmentations to explore linguistic aspects of
the language.

Embosi is spoken by approximately 140,000 number of
speakers in the Cuvette Region of Congo. Embosi has very
little written material and no official writing convention. It
is a typical Bantu language. It has a class system, and it is
tonal. Recent studies on Embosi include: several descrip-
tive grammars that describe the Embosi noun class system
(Fontaney, 1988; Fontaney, 1989) and its verbal system
(Bedrosian, 1996; Amboulou, 1998; Beltzung et al., 2010);

a French-Embosi dictionary (Beapami et al., 2000) and an
English-Embosi dictionary (Ndongo Ibara, 2012). There
have also been several studies on the phonology and pho-
netics of Embosi (Amborobongui, 2013; Kouarata, 2014;
Rialland et al., 2012; Rialland et al., 2015a). These studies
have shown that Embosi has several complex phonologi-
cal processes (e.g. dropping of prefix consonant of some
morphemes, and numerous cases of vowel elision) that re-
quire further investigation. We present evidence that using
ASR tools on a speech corpus of the language provides
plenty of examples which show there are systematic and
contextual distributions governing the deletion of associa-
tive morphemes. Vowel elision also occurs in the context
of these morphemes, and in the context in which they are
deleted.

1.1. Embosi associative morphemes and vowel elision

The Embosi associative morpheme (also termed as
a connective morpheme (Beltzung et al., 2010; Am-
borobongui, 2013; Kouarata, 2014)) makes explicit the
role in which an object or state is associated with another
object. This other object is either a person, a thing or an ab-
stract entity. In Embosi the role of this type of morpheme is
similar to the French de, as in the phrase I’agrume de Marie
‘the citrus fruit of Marie’. In Embosi, these morphemes are
monosyllabic CV words with a single consonant in the on-
set position and a low vowel with a high tone as the nucleus
(i.e. C-d).! They agree in Noun Class (NC) with the object
acting as the head of the phrase. Table 1 shows a list of
the Embosi associative morphemes and the agreement with
their corresponding NCs.

Example (1) is an example where the associative mor-
pheme /d (corresponding to class 5) is not included in the
sentence. The omission of the morpheme is considered
optional (Kouarata, 2014).

!"The form of the associative morpheme for class 1 is unique
from the other NCs in that it does not have a high tone, but instead
has the form C-a.



Morph. | Noun Class (NC) ‘

y-a 1

y-4 | 7.810
b-4 2,8, 14
m-4 3,4,6
1-4 5,11

Table 1: Embosi associative morphemes

(1) Lidi ilald  fboi.
Lydie 5.citrus 5.rotten.PERF
“The citrus of Lydie is rotten.’>

In Kouarata’s description of the Embosi associative mor-
pheme there are two phonological rules given, which gov-
ern the form of the associative morpheme depending on the
morphemes context within an utterance. In the first rule,
the initial consonant of the associative morpheme is deleted
when the following word starts with a consonant (i.e. CV#
> V/ __C).> Example (2) shows the onset consonant in the
associative morpheme md being deleted. The vowel is rep-
resented in boldface in the given transcription [okdnddano]
of a phonetic utterance for sentence (2).

2 okdnddma no
3.habit 3.ASC you
“Your habit’

In the second rule, the final vowel (either -d or -a) is deleted
when the following word starts with a vowel (i.e. CV #
> C/ __V). This is the case when the following word has
more than one syllable and its first syllable does not have a
consonant in the onset position (i.e. V.CV). Examples (3)
and (4) show the morphemes md and /d deleting the vowel
-d when each are followed by a word with a syllabic struc-
ture of V.CV. The deleted vowels and remaining consonants
are represented in boldface in the phonetic transcription
[okdndaméobia] for sentence (3) and in the phonetic tran-
scription [ildlaléobiano] for sentence (4).

3) okanddma  obia
3.habit 3.ASC 1.friend
‘habit of someone else’

@ ala 14 obia ya no
5.citrus 5.ASC 1.friend 1.ASC you
‘the citrus of your friend’

In each of the phonetic transcriptions the tone of the deleted
vowel was added to the vowel of the following word. This
rule in which the vowel deletes is known as vowel elision
(Rialland et al., 2012; Rialland et al., 2015a; Rialland et al.,
2015b).

The vowel elision rules (5) and (6) depend on the contact
of vowels across word boundaries. The vowel length (or
quantity) is based on long or short values. For cases of

The numerical representations in examples (1) to (4) represent
the NC of each noun and associative morpheme. ASC represents
the associative morpheme, and PERF represents the perfective verb
form.

3The # symbol represents a word boundary. For example,
‘CV# represents a CV syllable followed by a word boundary.

long/short vowel contact (see (5)), vowel length, tone, and
tone contour are necessary to accurately model the change
in vowel length and the change in vowel tone contour. For
cases of short/short vowel contact (see (6)), vocalic features
of tongue position and tongue height as well as tone are
necessary to model the loss of a vowel, and the change in
vowel tone.

5) CVllong, HL1#V[short].CV — CV[short, H[#V.CV
(6)  CV[H,low#V[L, mid].CV — CV[H, mid#CV

1.2. The rest of this paper

We discuss the development of the Embosi corpus, a
light-weight ASR tool, and the application of these re-
sources to investigate the linguistic issues relating to the
associative morphemes and vowel elision. The state of the
corpus’s development and the ASR tool used for forced
alignment are discussed in section 2. We briefly discuss
the implications that the deletion of associative morphemes
have for Embosi in section 3, and then conclude this paper
in section 4.

2. Language resources

There are several elements that are part of the study
described in this paper. A corpus of Embosi was developed
and segmented at the phone level and at the word level.
An ASR tool along with a variant pronunciation dictionary
was also developed for the purpose of investigating vowel
elision and morpheme deletion in the corpus.

2.1. Embosi BULB Corpus

A small speech corpus of Embosi was derived from
two 1-month field trips to Brazzaville-Congo. This work
was completed by a native Embosi speaker using the LIG-
Aikuma software (Bird and Hanke, 2013; Gauthier et al.,
2016). This software is a mobile speech App for Android,
which is used to make speech recordings during language-
based field work. Built into the LIG-Aikuma software are a
series of options. One of these options includes a multitude
of culturally specific images (e.g. food items, local wildlife,
traditional clothing, etc.). During the field work stage in the
development of the corpus, these images were shown to na-
tive Embosi speakers in order to elicit spontaneous speech
between the field worker and a native Embosi speaker, or be-
tween a group of native speakers. These conversations were
recorded using the speech App and saved as audio files in a
WAV format. These audio files were then segmented into
individual utterances for the Embosi corpus. The method
used in the preparation of the utterances from the audio files
was done with an initial utterance from the native speaker,
which was followed by a careful re-speaking from the na-
tive speaker, and finally followed by a French translation of
the original utterance from the native speaker (Bird et al.,
2014). The audio files used in the study of the careful re-
speaking were transcribed by native Embosi speakers and
are included as accompanying text files corresponding to
each utterance’s audio file.

In total, the corpus contains 48 hours of speech data (i.e.
Bible lectures, verb conjugations and elicited speech), of
which a subset of 25 hours have currently been manually



transcribed. For this research we have utilized a sub-corpus
of 4.5 hours which is in the form of elicited speech (read
by 3 male Embosi speakers) in two forms: (i) 1472 utter-
ances, extracted from reference sentences for oral language
documentation (Bouquiaux and Thomas, 1976) have been
translated and written in Embosi; (ii) 3706 utterances, ex-
tracted from an elicitations derived from readings of an
Embosi dictionary (Kouarata, 2014). There are a total of
5178 individual utterances each saved as a separate audio
files in the corpus.

2.2. A light-weight ASR tool

The ASR based alignment tool uses the STK tools at
LIMSI (Gauvain and Lamel, 2003; Lamel and Gauvain,
2005). The primary functionality of the ASR tools used
in this work is to perform forced alignment at the lexical
level and at the phonetic segment level. We refer to this
tool as a ‘light-weight” ASR tool. The acoustic model of
the tool is a GMM-HMM based monophone model trained
from a ‘flat start’, meaning that there is no prior informa-
tion given to the system about where the phones occur in
the audio signal or even the speech/non-speech separation.
Each phone in the system is modeled with a 3-state left-to-
right HMM with Gaussian mixture (on average 5 Gaussians
per state). The acoustic feature vector is comprised of 12
cepstral coefficients and the fundamental frequency (FO),
as well as their first and second delta parameters to capture
the dynamic nature of speech (Lamel and Gauvain, 2012).
Cepstral mean and variance normalization are carried out
for each audio file.

The model is constructed using standard training tech-
niques. In this case 5 iterations of the process of segmenting
and model estimation are run, and the model of the last itera-
tion is used to produce the final segmentations of the corpus.
Since the data from the Embosi corpus is extremely limited,
there is at this time no separate training and test data. How-
ever, since the light-weight ASR model is only used for the
purpose of forced alignment, and not for any word or phone
level recognition testing purposes, we feel that the model
is sufficient for the linguistic studies explored in this work
where the goal is to identify utterances where morpheme
deletion and vowel elision occur. The main motivation for
segmenting the data with a monophone model is to mini-
mize the possibility that the acoustic models intrinsically
cover some of the phonemic variants we are trying to detect
(Adda-Decker and Lamel, 1999).

The tool was used to carry out forced alignment of the
4.5 hour corpus of Embosi, comprised of the transcribed
portion of the careful re-speaking utterances. The audio
file was the acoustic signal for the forced alignment. The
transcription from the native speaker was tokenized into
a lexicon and each lexeme was converted into a phonetic
pronunciation and stored in a speech dictionary. The lexicon
contained 68 phones, and one symbol representing silence.

Embosi vowels include length and tone as suprasegmen-
tal features. Tone is traditionally not represented, however,
as a vocalic feature for Bantu languages. Instead it is treated
as a syllabic feature (Hooper, 1976). In other words, phono-
logical and morphological analyses where the tone bearing
unit is considered to be a syllabic unit instead of a vocalic

are considered to be more accurate in representing the com-
plex tonal morphology and phonology of these languages.
With the limited amount of training data, it is not possible
to accurately represent this with the alignment tool. Pitch
(measured in Hz by autocorrelation) is implicitly captured
in the acoustic model used by the ASR tool based on the
the tonal information in the acoustic signal.

Explicitly representing vowels with features of tone
and length in this manner greatly increased the number of
phones used in the model (from 3 1* to 68). However, even
with the small set of utterances in the corpus, the model
was able to get enough representation of each phone for the
ASR tool to accurately force align segments to the speech
signal. A more comprehensive solution to more accurately
treat tone in the model still stands out as an issue for further
development of the ASR tool.

2.3. Variant pronunciation dictionary

A dictionary of speech variants was created for the ASR
tool. For each text file containing the phonemic transcrip-
tions of utterances that included an associative morpheme,
an underscore character (i.e. ‘.”) was added to the sen-
tence to concatenate the associative morpheme with the
word immediately to its right (the possessor in the associa-
tive phrase) in the utterance. For the purpose of the ASR
tool, this concatenated string was treated as a single lexi-
cal item, even though it was literally a string of 2 words.
This new lexical item was added to the dictionary. Several
variant pronunciations were generated for each of these
concatenated items in two contexts: (a) the concatenated
left edge morpheme was deleted, and only the right edge
word was used to generate phonetic symbols to represent
pronunciation variants; (b) the entire string of concatenated
words/morphemes were used to generate phonetic symbols
to represent pronunciation variants. Further considerations
were also made to represent possible phonetic variations
due to vowel elision internal to the concatenated string of
morphemes, and to represent any possible phonetic varia-
tions due to vowel elision at the right and left edges of the
concatenated strings.

The following possible conditions were represented as
variants in the dictionary: (a) a condition in which no mor-
pheme deletion occurred, but vowel elision did occur be-
tween the concatenated words and morphemes; (b) a con-
dition in which morpheme deletion and vowel elision oc-
curred between the immediate word to the left and the word
to the right of the concatenated string. In this last condi-
tion, the deleted word was assumed to not be phonetically
included for the purpose of vowel elision.

3. Frequency of morpheme deletion and
vowel elision

The ASR tool predicted the deletion of the associative
morphemes in many of the utterances in the corpus. The
frequency of deletion of morphemes, along with the oc-
currence of vowel elision are shown in table 2. An ortho-
graphically truncated form (i.e. y’, I’, b’ and m’) was used

“There are 24 consonant and 7 vowel phonemes in Embosi
(Bedrosian, 1996).



by some of the native transcribers for utterances in which
they considered vowel elision had occurred. The frequency
results for these truncated morphemes is included in table
2. For these truncated forms, the transcribers had predeter-
mined that vowel elision occurred between the associative
morpheme and the following word in the utterance. There-
fore the ASR tool would not be able to detect vowel elision
in these cases, because the variant dictionary used for the
model would not include the vowel in the first place. The
values for the truncated morphemes with vowel elision were
omitted, since in all these cases vowel elision was already
predetermined by the transcribers to have occurred.

The corpus provides plenty of examples which support
arguments claiming morpheme deletion and vowel elision
affects the phonetic representation of Embosi (Rialland
et al., 2012; Amborobongui, 2013; Kouarata, 2014). The
morpheme ya (i.e. /ja/) only corresponds to NC 1, and in
75.9% of instances where ya was transcribed by native
speakers, the ASR alignment tool determined that ya was
deleted. We observe that this morpheme has a high fre-
quency of deletion compared to the other associative mor-
phemes. The associative morpheme with the next highest
frequency of deletion is yd (i.e. /ja/), where the ASR align-
ment tool determined it was deleted in 51.2% of instances.
The truncated morpheme y’ was deleted in 39% of instances,
but it is unclear to which form (ya or yd) and noun class it
corresponds. All other associative morphemes have a fre-
quency of deletion (according to the ASR alignment tool)
of 27.3% or less. This compelling evidence derived from
the tool suggests that the morpheme ya is treated differently
by speakers than the other associative morphemes.

Native speakers may be aware and often anticipate miss-
ing elements in an utterance (Nooteboom, 2001). In our
case native language experts trained in language transcrip-
tion chose to transcribe the symbol I’ for a CV morpheme
when they considered the vowel in that morpheme to be
omitted. This also occurred for the other associative mor-
phemes. The deliberate marking of vowel elision on the
part of the native transcribers is evidence that they are often
aware that vowel elision occurs.

Another observation is that native transcribers may men-
tally restore elements which are not present in the acoustic
signal of the utterance. From the transcriptions provided by
the native speakers, there exists many instances where the
associative morpheme was transcribed, but the ASR tool
detected that it was deleted. A similar case can be made
about vowel elision, where the ASR tool detected vowel
segments being elided in the acoustic signal of many ut-
terances, but the native speakers still transcribed them as
being present. Native speakers may often be perceptually
inclined to mentally repair an utterance when the acoustic
signal is missing or it has incorrect phonetic information.
Some ASR tools have higher level functioning in learning
to repair such a signal, but this capability is not developed
in the ASR tool used on this corpus.

Using light-weight ASR tools holds a significant advan-
tage when being applied to linguistic research in an LRL
environment. A challenge for this type of research is in gath-
ering enough language/speech data to train and test more
sophisticated models for ASR. Typical sources of language

data gathering are not readily available (i.e. crowd sourcing,
phone banks, etc.). In the case of the Embosi as part of the
BULB project, extensive field research is needed, which
also includes a significant degree of post-development of
the data to be suitably used in the corpus. Furthermore,
less-resource languages may also contain unique phonolog-
ical and morphological properties. Monophone models for
segment alignment purposes are often more useful for lin-
guistic investigations. If more context is used by the model,
then it does not make use of the dictionary. The model
intrinsically makes phone variations that are not explicitly
done with the variant dictionary. Therefore, it is more dif-
ficult to track these variations which may be of interest to
linguistic analyses.

4. Conclusion

In this paper we have applied forced alignment to in-
vestigate the linguistic topics of the deletion of associative
morphemes and vowel elision. We used a light-weight ASR
tool that is a GMM-HMM based monophone model. This
was advantageous to us in two respects. First, it allowed us
to more accurately observe and count the variants for vowel
elision and deletion that were included in the variant dictio-
nary. The reliance on this dictionary allowed us to count the
occurrences of when the ASR tool detected these linguis-
tic issues. Second, due to Embosi being a less-resourced
language, the speech corpus was extremely limited and in-
sufficient for a more sophisticated and deeper model. We
were successful in determining systematic occurrences of
the deletion of the associative morpheme that are interesting
to linguistic research.
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