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ABSTRACT

This paper addresses the automatic transcription of aig#iov
archives using a state-of-the-art broadcast news speaactip-
tion system. A 9-hour corpus spanning the latter half of tGth2
century (1945-1995) has been transcribed and an analysieof
transcription quality carried out. In addition to the clealjes of
transcribing heterogenous broadcast news data, we are fette
changing properties of the archive over time, such as théaud
quality, the speaking style, vocabulary items and mannexpfes-
sion. After assessing the performance of the transcriptiatem,
several paths are explored in an attempt to reduce the nibmat
between the acoustic and language models and the architeed da

1. INTRODUCTION

Over the last 5 years tremendous progress has been madeahspe
recognition of broadcast data as a support for random adoess
relevant portions of audio documents, reducing the timeleg¢o
identify recordings in large multimedia databases. Thiypess
has led to automatic systems that can transcribe contemypma
adcast news audio data with word error rates of about 20%rin va
ous languages. The transcription quality is good enougnable

a variety of applications such as content-based documéievea
with almost no degradation compared to manual closed-aagpti
using state-of-the-art indexation and retrieval techegjd]. There
has also been growing interest, both at a national and iatierral
level, in preserving and facilitating access to historigathives,
and speech recognition is a key technology to deal with m%ing
the audiovisual data from different media sources. Reaengfrpss

in information processing has been accompanied with treimen
increases in the computational and storage capacitieslated
cost, leading to a increased interest in preserving andtating
huge audiovisual archives. Many archives are currently lomdr
video, and there are efforts underway to convert these itatifgr-
mat for more efficient storage and easier access. Thesersave
efforts will also enable much wider access to the contenichvis
often limited in order to minimize degradation to the media.

The objective of the European Community fundedH® pro-
ject (http://pc-erato2.iei.pi.cnr.it/echo/) is to prdeitechnological
support for digital film archives, and to improve accesgipiand
searchability of large historical audio visual archivesclive in-
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stitutions in France, Italy, the Netherlands and Switzetlare in-
volved in the project. In France, the Institut National d&udio-
visuel (INA) archives contain about 1.5 million hours of imdnd
television programs (dating back to 1933 for radio and 1929 f
television), and a program for digitizing 500,000 hourstam is
underway. The associated manual annotations of these @mtsim
provide only general information about the entire documsuath

as the broadcast date and main theme. Detailed manual donota
of such a large amount of data is beyond the means of the conver
sion effort. An automatic analysis of the content, basedroaa
tomatic transcription, can be used to produce much moréleeta
information for document retrieval purposes. One of thesagh
the ECHO project is to study the use of current speech recognition
technology to produce automatic transcriptions of hisedrdocu-
ments for the French, Italian and Dutch languages, and LIESI
in charge of the French transcriptions.

This paper describes our recent research in transcribiegdfr
archive data from the latter half of the last century, preddy
INA for the ECcHO project. The archive documents are different
from contemporary broadcast news, which raises severaksss
for processing them: they are often noisier (specific acousin-
ditions), the speaking style has (and is still) evolvingeréhare
epoch-specific proper names that need to be added to therexic
and the range of topics is very broad compared to contemporar
news. Training the statistical models of the transcripsgstem
requires a large amount of acoustic and text data, reprasenof
the documents to be processed and in electronic formatirfgjrad
sufficient amount of data for this adaptation, especiakcebnic
texts about historical periods, is one of the biggest chghis. The
acoustic and linguistic models of the contemporary brositaws
transcription are adapted for use iic EO.

The next two sections describe the archive data and provide a
brief overview of the LIMSI contemporary broadcast newsira
scription system used as the basis for this work. The exgariah
results are given in Section 4. Transcription results oletdiusing
the baseline system are given and several ways to improvestie
scription quality for the archive data are explored: tragiieduced
bandwidth acoustic models; training Gaussian mixture risofte
speech detection on matching data; and estimating languade
els on texts covering news of the same period as the archives.

2. ARCHIVE DATA DESCRIPTION

The experiments reported here were conducted on nativekren
documents from the Eurodelphes database provided by INAs@h



Number of | Length 2) word graph generation, 3) final hypothesis generatiore ifih
Decade | documents | (minutes) tial hypotheses are used for cluster-based acoustic modgita:
1940 13 24 tion using the MLLR technique [5] prior to word graph genérat
1950 22 53 A 3-gram language model (LM) is used in the first two decoding
1960 50 204 steps. The final hypotheses are generated with a 4-gram LM and
1970 31 103 acoustic models adapted with the hypotheses of step 2.
1980 16 64 The acoustic models were trained on about 100 hours of re-
1990 31 92 cent French broadcast news data. The phone models areopesiti
| Al | 163 | 540 | dependent triphones, with about 10,000 tied-states folattyest

model set. The state-tying is obtained via a divisive, denigree

based clustering algorithm. A single set of speaker-inddpat

models are used, however different bandwidths are usedfoes

configurations. Fixed language models were obtained bygate

documents were previously gathered by INA in the framework |ation of n-gram backoff language models trained on diffedata

of the European HRODELPHESproject which aimed at develop-  sets: 22 M words of press services transcripts; 332 M words of

ing a hypermedia pedagogical environment for teachingohist  Le Monde and Le Monde Diplomatique newspaper texts; 63 M

(http://eurodelphes.ina.fr/). words fromAgence France Presse newswire texts; 0.75 M words
The Eurodelphes database consists of 163 documents in MPEGorresponding to the transcriptions of the acoustic trajniata.

1 video or audio format, dating from 1945 to 1995. The general The interpolation coefficients of these LMs were chosen smas

Table 1. Number of documents and total length per decade for the
Eurodelphes data.

topics cover the building of Europe, social changes in Eerfo- minimize the perplexity on a set of development data. Theadrg
lowing World War Il through recent times, and the East/Westr LM contains 15M bigrams, 15M trigrams and 13M fourgrams.
Iationship since World War Il. In total there is about 9 hoofs The recognition lexicon contains 65333 words, and has a lex-
audio data, with individual document lengths ranging frabrs2c- ical coverage of 98.8% on a set of development data. Eactelexi

onds to 20 minutes, and a mean document duration of 3m 20s. Theemry is described as a sequence of elementary units, taken f
number of documents and accumulated length per decadeeis giv a 33 phone set plus 3 models used for silence, filler words, and
in Table 1, where it can be seen that the most represented peri preath noises. The lexical pronunciations are initiallgii from

ods are the sixties and seventies. The audio track was &edrac the grapheme_to_phoneme rules and manua”y verified achjmg
from the MPEG-1 files and converted to 16 kHz mono wave files ternate and contextual pronunciations. All the baselimes nere

for processing by the automatic transcription system. Ti#ica  done at 10 times real-time on a Compag XP1000 500MHz ma-
data delivered by INA was observed to be bandwidth limited to chine with Digital Unix.

6 kHz. There is a large variability in speaking style and atiou

conditions. Although the older documents sound somewhiat no 4. EXPERIMENTAL RESULTS
ier than recent ones, estimations of signal/noise ratiodidshow )
any clear indication of increase for older documents. 4.1. Standard BN system and error analysis

Along with the audiovisual documents, INA provided docu-
ment level annotations (date, length, topic, speaker ities)t and
time-synchronized manual word transcriptions. Thesestrap-
tions were used as references for an a posteriori evaluafitime
automatic transcriptions. These transcripts were cdyethlecked
and manually corrected using the Transcriber environm2ht¢
refine the temporal synchronization and to apply the samefspe
normalization rules as used to train language models faspibech
recognizer. Some segments or documents were excludeddsecau
no reference transcription was provided or because thetared
overlapping speech, foreign speech, songs, or acoustitzms
for which accurate manual transcription was not possiblbou
40 minutes of data were discarded.

The baseline recognition results obtained with the LIMSinst
dard French BN transcription system are summarized in Table
The total number of words, the out-of-vocabulary (OOV) rabel
word error rate are given per decade. The average OQV rate is
0.9%, ranging from a high of 1.5% down to a low of 0.6%. It is
a bit lower than the usual OQV rate on recent data (about 1.2%)
which is probably due to the restricted range of topics ceder
in the corpus. 75% of the OOV words occur only once and are
mainly proper names (37% of occurrences), conjugated faims
in-vocabulary verbs (28%), gender and number agreemenmt-of i
vocabulary words (11%). The percentage of OOVs due to proper
names increases with the age of the data: in the forties about
half of the OOVs are proper names, whereas in the eighties and
3. TRANSCRIPTION SYSTEM DESCRIPTION nineties, only about 20% of the OOVs are proper names. The
other types of OOVs are quite constant over time. Thus it ap-
The LIMSI broadcast news transcription system has two maim-c ~ pears that the normalizations used to process the receéninga
ponents, the audio partitioner and the word recognizer [Bta data is efficient on the “older” texts. The overall word errate
partitioning [4] serves to divide the continuous audio atneinto (WER) obtained by the NIST speech recognition scoring tibolk
homogeneous segments, associating cluster, gender ashdibégm (http://www.nist.gov/speech/tools/) is 36.8% with tharstard 8

labels with each segment. kHz acoustic models.

The speech recognizer uses continuous density (CD) HMMs It was mentioned earlier that Eurodelphes data is banddami
with Gaussian mixture for acoustic modeling amgram statis- to 6 kHz. To remove this mismatch, new acoustic models were
tics estimated on large text corpora for language modeliEach trained by reducing the bandwidth of the 100 hours of contemp
context-dependent phone model is a tied-state left-tiotroD- rary French broadcast news data to 6 kHz. This resulted inedi sm

HMM with Gaussian mixture observation densities where b t  relative reduction (3%) of the word error rate to 35.7%. Qhisgy
states are obtained by means of a decision tree. Word recogni the results by decade, we can note a WER increase for the 1940s
tion is performed in three steps: 1) initial hypothesis gatien, but this difference was found to be insignificant by NIST ol
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[ Decade | #Words | %00V | WERSK | WER 6K | 140 | |
1940 | 3148 | 15 325 34.1 Best intoy ainaad Ly~

1950 8029 1.3 34.6 33.1 130 | —
1960 28365 1.1 38.2 36.7
1970 15332 0.5 41.3 41.0 120 g
1980 9667 0.8 40.9 39.7 z
1990 16807 0.6 29.8 28.6 S 10 —
| All | 81348 | 0.9 | 36.8 | 35.7 | &
100 - q
Table 2. Number of words, OOV rate and baseline system word
error rates with 8kHz and 6kHz bandwidth acoustic models. % 1

80 . .
1940 1950 1960 1970 1980 1990

| Decade | Moo | Mo.i [ Mo2 | Moz [ Mio [[ Au [ WER |
1940 | 133 | 125 | 122 | 121 | 274 || 0.30| 33.1
1950 | 120 | 114 | 113 | 114 | 293 || 0.16 | 32.9
1960 | 109 | 106 | 106 | 107 | 318 || 0.24 | 36.9
1970 92 91 92 94 | 335 || 0.08 | 41.1

1980 M o4 95 98 366 || 0.06 | 39.4 1940's data. Given the importance of the training data ef6gh
1990 81 82 83 86 | 374 || 0.04] 286 a source of texts covering the data period (i.e., dating back
[ Al ] 99] 97 ] 98] 100 ] 333 ] 0.16] 35.7 | 1945) is required. However, it is not easy to locate sufficeec-
tronic texts from this period. We found a French video arehiv
Table 3. Perplexity computed on the test data, with the standard web site with documentary summaries covering the periothfro
and interpolated LMs and interpolation coefficidntestimated on 1945 to 1979 (http://mww.newsreels.gaumont.com/). THezts
baseline transcripts. Word error rate (WER) using the pitated were cleaned and normalized in order to create an addittoaiat
language model with the lowest perplexity for the decade. ing corpus. Enumerations, technical and structural plsrasere
removed by filtering out short sentences (under 10 wordsg.réh
sulting corpus contains 2.7M of words (1.4M words for thedt
1.0M words for the sixties and 0.3k words for the forties)n&i
there is not enough data to train a LM per decade, standafd bac
off LMs M. ,..», Were estimated on the complete text set. Since the
OOV rate is low, the vocabulary was not modified. Th& s
perplexity has the inverse characteristic of the baselikk In-
creasing from the forties to the nineties. We thereforengpiteto
use this model to add linguistic information from the older p
riods by interpolating the two LMsMy = X.M¢poch + (1 —
A).Myaserine. TO measure the impact of the interpolation coeffi-
cient, we computed three LMs with= 0.1, 0.2, 0.3. An alterna-
tive is to directly estimate the interpolation coefficientng the
EM algorithm to minimize the perplexity on a development set
However, the ECHO corpus is too small to extract a developmen
set, so we decided to investigate an approach using unsseerv
adaptation [7]. For each decade, we compute the interpalat-
efficient\,, which minimizes the perplexity on the transcripts gen-
erated by the standard BN system. The perpexities per dedatiue
the different LMs are shown in Table 3. Rounding theto the
nearest coefficient (0.0, 0.1, 0.2 or 0.3), we obtain LM wh t
lowest perplexity for the decade (shown in bold). The trapss
obtained with the standard BN system can therefore be ussel to
lect the LM interpolation coefficient. Figure 1 shows theatisle
gain in perplexity for the earlier decades : 9%, 6%, 3%, 1%xnfro
forties to seventies. For the two most recent decades, thesto
perplexity is obtained with the baseline LM. T4, .., weight
and the associated gain in perplexity decrease with timehes
baseline LM training corpus becomes more relevant. Howeaser
4.2. Language model adaptation can be seen in the last column Table 3 the reduction in petplex
does not result in an equivalent reduction in WER.

Decade

Fig. 1. Perplexity by decade for the standard LM and the best
interpolated LM.

From Tables 2 and 3 we can see that there is no trend of in-
creasing WER towards the past, despite an increase in gerple
ity. Indeed, the highest error rates are observed for th€@4.9nd
1980s. This result can be attributed to the unbalancedlulision
of the corpus. To understand this result, we studied the main
ror sources for these two decades. Some long documentaprese
particularly poor speaking styles and acoustic conditiamisich
imply low performance. For the 1970s, 5 of the 28 documents ac
count for 32% of the words, for which there is an average WER
of 56%. A significant proportion of segments in these files-con
tain spontaneous, overlapping or noisy speech and someeme e
rejected by the partitioner. For the remaining documentghef
decade, the WER is about 33%. For the 1980s, 1 of the 16 docu-
ments contains 43% of the words. Much of the speech in thisfile
poorly articulated, and the WER on this document is pargidyl
high (51%) compared to the rest of the decade (31%).

The relatively good performance for the older documents can
probably be attibuted to a clearer speaking style. News ¢iigm
the 40s and 50s were generally recorded in more controlled co
ditions, with more preparation. The speaking rate estichaging
the reference transcriptions was found to be about 160 woeds
minute for the forties, 170-175 for the fifties, sixties ardenties,
and over 185 words per minute for the eighties and ninetiée T
much slower delivery style found in older documents seenta-to
cilitate the transcription task, partially counterbalencthe effects
of increased perplexity and OOV rates.

The baseline n-gram LMs were trained on texts dating froni7198

through 1999. Table 3 shows perpngIty of the baseline faury 1in fact, the only significant gain was observed for the fertising the
LM (MEJ-O) on the referenc_e tr_"’mscr'pts' It can be seen that the My .2 LM, which has a slightly higher perplexity thaWy 2, and resulted
perplexity of the older data is higher than the more recetd,da- in a word error of 32.9% (not shown in the table). The diffexes for the
creasing from a perplexity of 81 for data from 1990 to 133 fe@t  other decades are not significant.
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SINSmodels | Baseline || Baseline | Adapted

Test set Full 1h subset

MD (%) 5.6 8.9 1.0

FA (%) 48 5.2 16

FSE (%) 95 12.5 2.4
[WER(%) | 357 | 414 | 37.7 |

speaking rate was found to be slower on older documents,hwhic
may have made the decoding easier.

Some attempts were made to improve transcription perfor-
mance on the archive data. The data partitioner rejectedc mu
larger proportion of speech frames (9.5%) than are rejefited
recent data (3.7%). Supervised adaptation of the baselid® a
partitioner on a few hours of archive data dramatically ioyed

Table 4. Speech/non-speech missed detections (MD), false alarmsSPe€ch/non-speech detection on a set aside portion of the da

(FA), global frame segmentation errors (FSE) and resulvogd
error rate (WER) on the complete Eurodelphes corpus and arl ho
test subset using baseline and adapted partitioning models

4.3. Speech/non-speech detection

As was noted in the error analysis (see Section 4.1), sonexkpe
segments were discarded by the partitioner [4], resultngrire-
coverable errors for the transcription system. Comparirgau-
tomatic labeling with the manual transcriptions, there i8.5%
speech/non-speech frame segmentation error using thdinease
models, with 5.6% missed detections (MD) of speech framas, a
4.8% of false alarms (FA) (see Table 4). False alarms (needp
frames taken as speech by the partitioner) are less harimdul t
missed dectections since they can be rejected later by tog+e
nizer, thus only errors on non-speech segments lastingdsec-
onds were considered erroroneous. Also, since the maram tr
scription is segmented at the sentence or breath groupratier
than at the word level, short inter-word silences are labels
speech and thus the MD rate is slightly over-estimated. Tdraéd
segmentation error on this data is more than twice that otecon
porary English broadcast news data [4]. A detailed analysis
decade shows that the frame segmentation error rate is @ater
for the nineties, and is over 9% for all other decades.

Supervised adaptation of the speech/non-speech Gausgian m
ture models was performed as follows: a 1 hour subset of the
Eurodelphes database selected by INA for a demonstratitimeof
EcHo project was reserved for testing and the remaining 7 hours
were used for training the acoustic speech and non-speedblso
The selected test subset is clearly harder than the whalevitbt
a 41.4% word error rate, to be compared to 35.7%. On this 1 hour
test set, both the speech frame missed detections and fatagsa
decrease dramatically with the adapted models, resukiaggi0%
reduction in the frame segmentation error and about 9%ivelat
reduction of the resulting word error rate.

5. SUMMARY

In this paper we have assessed the transcription perfoenahc
a state-of-the-art contemporary broadcast news trangmrigys-
tem on a set of audio-video archives spanning the latterdfiaife
20th century. The word error of this transcription syster@5s7%
on a 9-hour set of archive data. Several sources of mismateh b
tween the training data and the archive data were identifietljd-
ing the acoustic quality (bandwidth and background coods)
which affects the acoustic models used both during paniitip
and recognition, language model (changes in vocabulanfiand
guistic style), pronunciation and articulation. Althoutjiere is an
increase in perplexity and out-of-vocabulary rate for oldecu-
ments, these values remain within a reasonable range. trasgn
no systematic trend was observed for the word error ratdygirly
due to the high acoustic variability of the documents. Hasvgthe
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The acoustic models were retrained to match the bandwidtieof
archive data, resulting in a small, but significant erromuettn.

Unsupervised language model adaptation was carried out us-
ing documentary summaries found on the Internet site. Hewev
despite a reduction of perplexity on older documents, ontyira-
mal decrease in word error was observed. It may be that therdur
mismatch of the acoustic models is partially masking therowg-
ments of the language model, or it may be that using a single hi
torical language model is too general and that more speaific |
guage models are needed for the different epochs. Thisresqui
obtaining additional training texts, which may also allodapta-
tion of the vocabulary.

These experiments illustrate that a transcription systeveld
oped on contemporary French broadcast news is able to tila@sc
historical news from national audio-visual archives witlffisient
accuracy for certain automatic indexation tasks. Attentptisn-
prove performance resulted in only a small gain.
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