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ABSTRACT

of closed-caption filtering to remove potentially incotramrds in

This paper describes some recent experiments using unsuperthe hypothesized transcriptions. In [8] the effects of gdlifferent

vised techniques for acoustic model training in order taucedthe
system development cost. The approach uses a speech mzogni
to transcribe unannotated raw broadcast news data. Thehwgpo
sized transcription is used to create labels for the trginiata. Ex-
periments providing supervision only via the language nhtrd@-
ing materials show that including texts which are conterapepus
with the audio data is not crucial for success of the apprpact
that the acoustic models can be initialized with as littlel@snin-
utes of manually annotated data. These experiments deratnst
that unsupervised training is a viable training scheme amddra-
matically reduce the cost of building acoustic models.

1. INTRODUCTION

The last decade has witnessed substantial progress intspeec

recognition technology, with todays state-of-the-artteyss being
able to transcribe unrestricted broadcast news audio ditaav
word error of about 20%. However, acoustic model develogmen
for these recognizers relies on the availability of largeoants of
manually transcribed training data. Obtaining such dathoih
time-consuming and expensive, requiring trained humarot@an
tors and substantial amounts of supervision. Detailed tatioo
requires on the order of 20-40 times real-time, and evem aftn-
ual verification the final transcriptions are not exempt frem
rors [1]. There are certain audio sources such as radio sevigi®n
news broadcasts, that can provide an essentially unlinsitgxbly
of acoustic training data. However, for the vast majorityaoflio
data sources there are no corresponding accurate worctigns
tions. While for some of the main American television chdane
closed-captions are manually produced, these are notalaior
most other languages. There may also exist other sourceoof i
mation with different levels of completeness such as agprate
transcriptions, summaries or keywords, which can be usgddo
vide some supervision.

This paper describes some recent experiments with unsispdrv
acoustic model training. The basic idea is to use a speedg+ec
nizer (with bootstrap models trained on a very small corpoigju-
tomatically transcribe raw audio data, generating appnaxe tran-
scriptions for the training data. We extend the work repbite[7]
in which closely associated text data where used to provide i
rect or “light” supervision for acoustic model training. @$e ex-
periments demonstrated that comparable acoustic modeld be
estimated on automatically annotated data with and wittieiuse
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levels of supervision, via selection of the language modeht
ing texts was assessed, and it was shown that the exact smdce
epoch of the texts were not critical for the success of theaaah.

Other work has been reported using untranscribed dataito tra
acoustic models. The experiments reported in [11] with pesu
vised acoustic training led to their conjecture that an oadenag-
nitude more untranscribed data is needed to achieve cofripara
levels of performance with transcribed data. Kemp and Wég@je
reported significant word error reductions using untraisct data
for German broadcast news transcription from one sourceey Th
showed that comparable levels of performance can be obtaine
using twice as much untranscribed data as transcribed 8ata (
hours versus 15 hours).

The remainder of this paper is as follows. The next section de
scribes the American English corpus used in this work, fedd by
a short overview of the LIMSI broadcast news transcriptigstem.
Section 4 explores unsupervised acoustic model training:eft
for the initial bootstrap models estimated on 10 minutes ahum
ally transcribed data, all acoustic model training is ureujsed.
No manual transcriptions of the Hub4 acoustic training wesed
for language model estimation, and all recognition runscareed
outin under 10xRT.

2. AMERICAN ENGLISH CORPUS

The unannotated audio data used in these experiments are tak
from the DarRPA TDT-2 corpus [2]. The corpus used in this work
consists of over 430 hours of data from 6 sources: CNN (440
30-minute shows), ABC (109 30-minute shows), PRI (82 1-hour
shows), VOA (75 1-hour shows). This collection containsadat
broadcast between January and June 1998, and have asgociate
closed-captions for the TV shows and commercially produced
scripts for the radio shows. The data from January and June we
not used in these experiments. The data is divided in abdut 22
stories with timecodes identifying the beginning and eneéath
story, and with an average duration of 1 minute and 20 secoeids
story.

The language model training texts are from theRPA Broad-
cast News task, with the exception that in this work none ef th
manual transcriptions of the acoustic training data werdusr
either word list selection or language model estimatione Téxt
data consist of about 790M words of newspaper and newswire
texts (Jan94-May98) from the Hub4 and TDT corpora distadut
by LDC; 240M words of commercial broadcast news transcripts
distributed by the LDC (years 92-95) and directly from PSh4ed
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(years 96-97); and the texts (prior to Jun98) from the TDTeR c
pus.

Since we have worked on the broadcast news transcriptidn tas
for several years, and have therefore acquired a fair amotint
knowledge about this task, we paid extra attention to avadver-
tently including knowledge coming from the manual annotadiin
the unsupervised training experiments. One source of keye
that could not be avoided concerns the lexical pronungiatihich
were not modified for this work.

The 1999 Hub4 evaluation data, comprised of two 90 minute
data sets (from June98 and Aug-Sep98) selected by NIST atk us
for testing [10].

3. SYSTEM DESCRIPTION

The LIMSI broadcast news transcription system has two main
components, an audio partitioner and a word recognizera pat-
titioning serves to divide the continuous stream of aceudtita
into homogeneous segments, associating appropriates|aigi
the segments. The segmentation and labeling process [Biiéirs
tects and rejects non-speech segments, and then appliesyan i
tive maximum likelihood segmentation/clustering procedon the
speech segments. The result of the partitioning processés af
speech segments with cluster, gender and telephone/widdaa
bels.

The speech recognizer uses continuous density HMMs with
Gaussian mixture for acoustic modeling amgram statistics es-
timated on large text corpora for language modeling. Eaciesd-
dependent phone model is a tied-state left-to-right CD-HMith
Gaussian mixture observation densities where the tiedstae ob-
tained by means of a decision tree. The acoustic featureneas
39-components comprised of 12 cepstrum coefficients antbthe
energy, along with the first and second order derivatives\Mjrd
recognition is performed in three steps: 1) initial hypatisegener-
ation, 2) word graph generation, 3) final hypothesis gef@raThe
initial hypotheses are used in cluster-based acoustic haoidgta-
tion using the MLLR technique [9] prior to word graph genérat
A 3-gram language model is used for the first two decodinggmss
The final hypotheses are generated with a 4-gram languagelmod

Amount of training data | Language Model
Raw Usable News.Com.Cap
10min 10min 53.1
1.5h 1h 33.3
50h 33h 20.7
104h 67h 19.1
200h 123h 18.0

Table 1: Supervised acoustic model training: Word error rate (%)
on the 1999 evaluation test data for various conditionsgusime
set of gender-independent acoustic models trained on subke
the HUB4 training data with detailed manual transcriptioiifie
language model is trained on the available text source$owit
any detailed transcriptions of the acoustic training data.

4. UNSUPERVISED TRAINING

Our earlier work [8] indicated that given sufficient langeag
model training texts, the exact source and epoch were nit cri
cal for the success of the approach. The experiments alseesho
that although aligning the hypotheses with the closedicaptaind
keeping only the speech portions where the words agreetledsu
in slightly better acoustic models, but the difference is laoge.
Therefore the step of closed-caption filtering is not reegif7].
The experiments reported here look at drastically reducine
amount of acoustic training data and/or the quantity of leue
model training texts in order to find the minimal requirensefar
bootstrapping the procedure. Three conditions are inyat&d for
unsupervised acoustic model training:

¢ Removing the story boundary filtering that was used in [7].

e Training the acoustic models on only a very small amount of
manually annotated audio data, in this case 10 minutes taken
from the beginning of a single show (a960521.8ph)

¢ Training the language models on substantially less data o
short time period predating the epoch of the acoustic mgini
data: down to 1.8 M words.

To evaluate how much data is needed to train the bootstrap mod

and acoustic models adapted with the hypotheses of step 2. Foels, the amount of annotated acoustic training was reduoed £

computational reasons, smaller sets of acoustic modelssa@ in

the first decoding pass. These position-dependent, crossw-
phone models cover 5500 contexts, with 6300 tied states &nd 1
Gaussians per state. For the second and third decodingspasse
larger set of 28000 position-dependent, cross-word trighmod-

els with 11700 tied states are used, with approximately 186k
360k Gaussians [5].

hour to 10 minutes. The resulting acoustic models are vesllsm
covering only a few hundred phone contexts, sharing 30Cstiies
with 4500 Gaussians. For this first experiment the News.Caip.
language model was used (see Table 2, column News.Com.Cap).
The initial word error with this configuration is 53.1%, highough
that we may question whether or not this approach can pgssibl
work. Given this high initial word error we decided to carryto

The LIMSI 10x system can transcribe unrestricted broadcast more iterations, processing smaller amounts of data in elchk.

data with a word error of about 20% [5]. For reference, the
word error on the 1999 evaluation test data is given in Taltar 1
different amounts of manually annotated training data gigine
set of gender-independent acoustic models and a languadel mo
News.Com.Cap resulting from the interpolation of indivadilan-

First only 6 shows were processed and used to train acoustie m
els. In our previous experiments the story boundary timeesod
provided with the TDT-2 data, which serve mainly to removeead
tisements were used to delimit the speech data. In Table\2dlge
error rates with and without story boundary filtering are qamed

guage models trained on newspaper and newswires (News}), comfor the first iteration. Since the difference in performamgth and

mercially produced transcripts (Com), and closed-cagti@eap)
through May98.

The interpolation coefficients are 0.45 for the commerciht
script language model, 0.35 for the newspaper languagelraode
0.20 for the TDT-2 closed caption language model.

1Using 4 sets of gender and bandwidth dependent models, tribero
ror reported in the 1999 ERPA/NIST evaluation was 17.1% with the 10x
systems and 15.6% for a system running at 50xRT.
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without story boundary (SBF) filtering is relatively smdilltering
was not used in the remaining steps. On each successiviitera
the amount of data processed is roughly doubled, with velai-
ror reductions on the order of 10-15%. After the 5th itematithe

?We also looked at using an entire show for training, but sthesnitial
model performances were about the same as only using th&Gireinutes
we decided to use the smaller amount of training data for ¢meaining
experiments.
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WER (%) / (relative reduction)

Iteration Raw Acoustic training data | News.Cap.Com News
bootstrap models 10 min manual 53.1 55.6
1 (6 shows), with SBF 4h 35.6/ (-33%) -
1 (6 shows) 4h 37.3/(-30%) | 41.9/ (-25%)
2 (+12 shows) 12 h 31.7/(-15%) | 35.6/(-15%)
3 (+23 shows) 27h 27.9/(-12%) | 31.0/(-13%)
4 (+44 shows) 53h 26.0/ (-8%) | 28.7/ (-7%)
5 (+118 shows) 135h 23.4/ (-10%) -

Retranscribedata with 1st iteration models

retranscribe 85 shows (4] 53 h (2x) 24.9 28.4
retranscribe 85 shows (4] 53 h (3x) 24.4 -

Table 2: Unsupervised acoustic model training: Word error rate (¥bjhee 1999 evaluation test sets using one set of gender anlvizith
independent acoustic models. The initial acoustic modetewained on only 10 minutes of manually annotated data.Ndéws.Com.Cap
language model was trained on newspaper and newswire ¢extsnercially produced transcripts and closed-captiomsitth May98. The
News language model was trained on newspaper and newswisatieough May98. SBF: story boundary filtering applied.

Raw Acoustic training data Raw Acoustic training data WER (%)
Language model 200 hours | 1.5hours | 10 min bootstrap modelg 10 min manual 65.3
News.Com.Cap, 65k  18.0 333 53.1 1 (6 shows) 4h 54.1
News, 65k 20.9 36.1 55.6 2 (+12 shows) 12 h 47.7
1.8 M words, 40k 28.8 46.9 65.3 3 (+23 shows) 27h 43.7
4 (+44 shows) 53h 41.4
Table3: Supervised acoustic model training: Reference word error 5 (+60 shows) 103 h 39.2
rates (%) on the 1999 evaluation test data with varying arsooin 6 (+58 shows) 135h 374

manually annotated acoustic training data and a languagk=imo

trained on 1.8 M words of news texts from 1997. Table 4: Unsupervised acoustic model training: Word error rate

(%) on the 1999 evaluation test data with varying amountsitd-a
matically transcribed acoustic training data and a languagdel
trained on 1.8 M words of news texts from 1997.

word error is 23.4%, which is close to the 22.4% reported Jui3
ing seed models trained on 1 hour of manually annotated Tae.
remaining difference in performance may be due to the refrafva
the story boundary filtering procedure. This confirms thdieeas- smaller improvement than that obtained with the News.Cap.C
sertion that the language model provides sufficient supienmvifor language model. This may be because the reiteration with the
the training procedure to converge rapidly. News.Com.Cap LM was actually carried out in two steps: in the
Since the acoustic data is transcribed in chunks, each set offirst step the 41 shows in iterations 1-3 were transcribed these
acoustic models is built on data with a range of word errore. T new models, which had a relative gain of 6% compared to iterat
assess the potential improvement that could be obtainetetat-i 4 were used to transcribe the remaining 44 shows. For the News
ing over the same subset of training data, the models fromatits LM, the reiteration was done in one step: the 4th iteratiordet®
4 (trained on 85 shows) were used to retranscribe the same dat were used to retranscribe all 85 shows. This suggests thanh
As seen in the lower part of Table 2 the word error is reduceahfr ~ step approach is more effective than a single step one.
26.0% to 24.9% by reprocessing the same 53 hours of data once We now question the effects of dramatically reducing the lan
and to 24.4% processing the data a third time. This word eater guage model training data. Recall that the News.Com.Capetaod
is quite close to that reported in [8] with 53 hours of raw dartal are trained on a billion words of text. In the next experimégn-
using seed models trained on 1 hour of manually annotated dat guage models were estimated on only 1.8 million words of paws
From these results we can conclude that the amount of mgnuall per and newswire texts from December 26-31, 1997 i.e., piregla
annotated data used to train the bootstrap models is ndatruc the audio data. The corresponding lexicon contains onlywgs,
Since the goal is to avoid manual transcription, can be noted including the most frequent words in the text corpus alréadyur
that the word error of 24.4% obtained by transcribing 53 Bafr American English master lexicon. For reference, theseuagg
data three times is only about 15% higher the word error of 20. models were tested using acoustic models trained on thdatdn
obtained with 50h of supervised training data. Hub4 training data (200 hours) and on the 1.5-hour and 1Q#min
Since the News.Com.Cap language model includes componentdraining sets. The results are summarized in Table 3, aldtigthe
estimated on closely related, manually produced transorig of word error rates for the News.Com.Cap language model. Tird wo
audio data, a similar experiment was carried out using oalysa error with only 10 minutes of data is 65.3%. This conditionswa
paper and newswire sources. This condition is more realisin ~ chosen as the starting point for the unsupervised acoustiten
the preceding one in that a newspaper and newswire textsean b training.
located on the Internet for a number of languages, whereas co The acoustic training data was chunked in the same manneras i
mercially produced transcriptions are harder to obtaire f@sults the preceding experiment, processing exactly the samefiksch
given in Table 2 under the column News show a similar trend, bu iteration. The first observation that can be made, is that eging
have a 10% higher overall error rate. The relative word ereduc- a recognizer with a word error of 65% the procedure is coringrg
tions are seen to be roughly the same for the two conditidresin properly by training acoustic models on automatically labelata.
also be noted that retranscribing the 53 hours of data givesch This is even more surprising since the only supervisionasaan-
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Acoustic models | Training data Word Error
bootstrap model§ 3.5 h manual 42.6%
unsupervised 30.0 h automaticf  39.1%

Table 5: Supervised versus unsupervised acoustic model training
for Portuguese.

guage model trained on a small amount of text data predaimg t
raw acoustic audio data. These conditions are substaritighov-
erished compared to the previous experiments reported, iB8][7
As the amount of automatically transcribed acoustic dasuis
cessively doubled, there are consistent reductions in trd error
rate. While these error rates are quite a bit higher thanrtegan
the previous section, we may expect that retranscribingénmay)
the same shows should reduce the word error further, as\abier
Table 2. As a reminder, the word error with the Hub4 acoustdm
els trained on 200 hours of data is 28.8% with this languagdatho
substantially higher than the 18.0% word error obtainedh e
News.Com.Cap language model (see Table 3).

5. LANGUAGE PORTABILITY

A preliminary set of experiments were carried out applyinig t

approach to another language. We make use of a corpus of Por-

tuguese broadcast news data for which substantially lessiatig
transcribed data are available. RTP and INESC, partnerkdn t
Alert project (http:alert.uni-duisburg.de) provided 5un® of man-
ually annotated data from 11 different news programs. Twihef
programs (82 minutes) were reserved for testing purposesdl
Tarde20.04.00 and 24Horad9.07.00). The remaining 3.5 hours
of data were used for acoustic model training. The languaagain
texts were obtained from the following sources: the Porasgu
Newswire Text Corpus distributed by LDC (23M words from 1994
1998); Correio da Manha (1.6M words), Expresso (1.9M words
from 2000-2001), and Jornal de Noticias (46M words, from@-99
2001), The recognition lexicon contains 64488 words. Tloapn-
ciations are generated by grapheme-to-phoneme rules,snd@
phones.

Initial acoustic model sets trained on the 3.5 hours of atxgl
data were used to transcribe 30 hours of Portuguese TV bastsgic
Acoustic models were built on the automatically transatidata.
The recognition results given in Table 5 for the two condiiehow
that better results are obtained with 30 hours of automesic-t
scripts (39.1%) than with 3.5 hours of manual transcripg&s§%).

This preliminary experiment, which was carried out in aefiént
manner than the experiments reported in the previous sectigp-
ports the feasibility of lightly supervised and unsupesdsicoustic
model training.

6. CONCLUSIONS

In this work we have investigated the use of low cost data to
train acoustic models for broadcast news transcription. Hake
shown that detailed manual transcriptions are not a reongre for
acoustic model training, and that the training can be doseres
tially without manual transcripts (only 10 minutes of dated to
construct bootstrap models). Although the language mad#ie
only source of supervision in the training process, the gedoce
converges even using a poor language model. There is no aeed t
remove advertisements by manually locating story bouedatfis
is successfully done by the partitioner.

This method requires substantial computation timiayt little

3 Evaluating one condition (combination of acoustic seed ef®dnd
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manual effort. An advantage offered by this approach is ttnexte

is no need to extend the pronunciation lexicon to cover alldso
and word fragments occurring in the training data. By eliatin
ing the need for manual transcription, automated trainiag loe
applied to essentially unlimited quantities of task-sfietiaining
data. Recent experiments on Portuguese suggest that thpams
vised technique can be use to reduce the development cqeigin
ing to another language. A question that remains unanswered
can better performance be obtained using a very large anaunt
automatically annotated data than the performance olitdigea
state-of-the-art broadcast news transcription systeinddaon a
substantial amount (200 hours) of manually annotated data®

if so, how much data is needed?

REFERENCES

[1] C. Barras, E. Geoffrois, Z. Wu, M. Liberman, “Transcribe
development and use of a tool for assisting speech corpora
production,”Speech Communication, 33(1-2), pp. 5-22, Jan-
uary 2001.

[2] C. Cieri, D. Graff, M. Liberman, “The TDT-2 Text and
Speech Corpus,Proc. DARPA Broadcast News Workshop,
Herndon, VA. (see also http://morph.ldc.upenn.edu/TDT).

[3] J.L. Gauvain, G. Adda, L. Lamel, M. Adda-Decker, “Tran-
scribing Broadcast News: The LIMSI Nov96 Hub4 System,”
Proc. ARPA Speech Recognition Workshop, Chantilly, VA, pp.
56-63, February 1997.

[4] J.L. Gauvain, L. Lamel, G. Adda, “The LIMSI Broadcast
News Transcription System,” to appear3peech Communi-
cation, 2002.

[5] J.L. Gauvain and L. Lamel, “Fast Decoding for Indexatain
Broadcast DataProc. ICSLP’ 2000, 3, pp. 794-798, Beijing,
October 2000.

[6] T. Kemp and A. Waibel, “Unsupervised Training of a
Speech Recognizer: Recent Experimen@@c. ESCA Eu-
rospeech’99, Budapest, Hungang, pp. 2725-2728, Septem-
ber 1999.

L.Lamel, J.L. Gauvain, G. Adda, “Lightly Supervised At
tic Model Training,” Proc. ISCA ITRW ASR2000, pp. 150-
154, Paris, September 2000.

L. Lamel, J.L. Gauvain, G. Adda, “Investigating Light§u-
pervised Acoustic Model TrainingProc. ICASSP-01, Salt
Lake City, May 2001.

[9] C.J. Leggetter, P.C. Woodland, “Maximum likelihooddar
regression for speaker adaptation of continuous density hi
den Markov models,Computer Speech & Language, 9(2),
pp. 171-185, 1995.

D. Pallett, J. Fiscus, M. Przybocki, “Broadcast New®949
Test Results,"Proc. NIST/NSA Speech Transcription Work-
shop, College Park, Maryland, May 2000.

G. Zavaliagkos and T. Colthurst, “Utilizing Untrangzed
Training Data to Improve PerformancefProc. DARPA
Broadcast News Transcription and Under standing Wor kshop,
Landsdowne, VA, pp. 301-305, February 1998.

[7]

(8]

[10]

[11]

language model) requires 10 hours of processing time fdr kaar of raw
audio data. Processing 135 hours of data therefore req8ireseks of
computation on a single CPU. The 2 days of CPU time to traintesicthe
models is negligible compared to this decoding time.

Vol 1 880



