
Proc. IEEE ICASSP-96 1DEVELOPMENTS IN LARGE VOCABULARY,CONTINUOUS SPEECH RECOGNITION OF GERMANM. Adda-Decker, G. Adda, L. Lamel, J.L. GauvainLIMSI - CNRS, B.P. 133, 91403 Orsay, Francefmadda,gadda,lamel,gauvaing@limsi.frABSTRACTIn this paper we describe our large vocabulary contin-uous speech recognition system for the German language,the development of which was partly carried out within thecontext of the European LRE project 62-058 Sqale. Therecognition system is the LIMSI recognizer[1] originally de-veloped for French and American English, which has beenadapted to German. Speci�cities of German, as relevant tothe recognition system, are presented. These speci�citieshave been accounted for during the recognizer's adaptationprocess. We present experimental results on a �rst test setger-dev95 to measure progress in system development. Re-sults are given with the �nal system using di�erent acousticmodel sets on two test sets ger-dev95 and ger-eval95. Thissystem achieved a word error rate of 17.3 % (o�cial worderror rate of 16.1 % after Sqale adjudication process) onthe ger-eval95 test set.1. INTRODUCTIONPorting a speech recognizer to a new language consists main-ly in the creation of the language speci�c speech and lan-guage models. This can appear as a rather straightforwardprocess, once you have at your disposal su�cient speechand text databases, together with a pronounciation lexiconfor the new language. It is nonetheless useful to have priorknowledge about the language characteristics in determin-ing system parameters such as the vocabulary size or theset of phone symbols to be used. When porting our recog-nition system to German we have mainly considered twolanguage-dependent aspects. The �rst one is the high lexi-cal variety, or equivalently the low lexical coverage observedin German compared to English or even to French [1]. Lowlexical coverage results, for the recognition system, in highout-of-vocabulary (OOV) rates and thus in higher word er-ror rates, as on average one OOV word gives rise to about1.6 recognition errors. The second language-dependent as-pect deals with spoken German, and more precisely con-cerns the way in which vowel-initial words and morphemesare marked in the spoken language.In our �rst German recognition system S1 we used a40k lexicon represented with a set of 51 phones includingsilence. No glottal stop symbol was used in the phone sym-bol set. In a latter version S2 we used a 64k lexicon toreduce the OOV rate. Here the lexicon is represented by aTHIS WORK IS PARTIALLY FUNDED BY THE LREPROJECT 62-058 SQALE.

set of 48 phones including a glottal stop and a reduced vowelset. Results are presented for both systems S1 and S2 on adevelopment test set of 200 sentences allowing to measurethe impact of lexical coverage on recognition performance.The e�ciency of a glottal stop model on the acoustic levelhas been assessed using the 64k system S2.In the next section we discuss in some more detail prop-erties of the German written and spoken language and theirimpact on a speech recognition system. In Section 3 the de-velopment of the German system is presented. In Section 4experimental results are given and in the �nal section theseresults are discussed and future directions for further devel-opment are outlined.2. SPECIFICITIES OF WRITTEN ANDSPOKEN GERMANConcerning the German written language we started look-ing at the number of distinct lexical items present in theavailable training data and compared it to English. Usingabout 35M words of newspaper text for German1 and En-glish [2], the number of distinct words are 650k and 165krespectively. These �gures as well as lexical coverage fordi�erent sized lexica are shown in Table 1. Written Ger-man has a very large lexical variety resulting in low lexicalcoverage, compared to English.Corpus Frankfurter Wall StreetRundschau Journallanguage German EnglishTraining text size 31M 37.2M#distinct words 650k 165k5k coverage 82.9% 90.6%20k coverage 90.0% 97.5%64k coverage 95.1% 99.6%20k-OOV rate 10.0% 2.5%Table 1: Comparison of lexical coverage in German andEnglish.While the OOV rate of a 20k lexicon is 2.5% for English,it is 10% for German. The use of a 64k vocabulary for1The Frankfurter Rundschau training texts were obtainedfrom the ACL-ECI CDROM distributed by Elsnet and LDC.The text material was preprocessed by Philips for use by theSqale consortium. Philips also provided the 64k lexicon andtrigram LM to the consortium.



English essentially eliminates the OOV problem, but forGerman the OOV rate is still almost 5%.This low lexical coverage in German mainly stems fromword compounding, combined with number and genderagreement and case declension for articles, nouns, adjec-tives and past participles. The four cases: nominative, da-tive, genitive and accusative can generate di�erent formswhich are acoustically close (di�ering most often only inthe last phoneme). Further lexical variability (semanticallyequivalent) is observed for male and neutrum genitive (sin-gular): for example, the genitive form of the nominative derHof (meaning: the yard) can be written either des Hofs ordes Hofes (meaning: of the yard). Acoustically this resultsin the possibility of adding a schwa-nucleus syllable at theend of the word. In German all nouns or substantives arewritten with capitalized �rst letters and most words canbe substantivized, thus generating lexical variability andhomophones in recognition. But the major reason of thelow lexical coverage in German certainly arises from wordcompounding. Whereas compound words or concepts inEnglish are typically formed by a sequence of words (e.g.:speech recognition, the speech recognition problem), in Ger-man words are put together to form a new single word (e.g.:Spracherkennung, das Spracherkennungsproblem) which inturn include all number, gender and declension agreementvariations.The OOV problem could be reduced by decompound-ing compound words, as was done for the numbers dur-ing text preprocessing. Decompounding is however a non-trivial task requiring a re�ned morphological analysis andeven sometimes semantic information. Many compoundscan result in two and more items depending on the degreeof morphological analysis carried out. For example considerthe following compound word occuring in the training texts:Bundesbahnoberamtsrat (approximate translation: Federal-Rail-Head-O�ce-Chief). The following decompositions arepossible and semantically correct:Bundesbahnoberamtsrat! Bundes Bahn Ober Amts RatBundesbahnoberamtsrat! Bundesbahn Ober AmtsratBundesbahnoberamtsrat! Bundesbahn OberamtsratOther decompositions such as:Bundesbahnoberamtsrat! Bundes Bahnober Amtsratare possible, but semantically poor. This example clearlyillustrates that word compounding in German constitutesan OOV-source, as long the recognition system considers aword to be an item occuring between two spaces.We are currently investigating e�ects of decompoundingmost frequently used words and morphemes. When sim-ply increasing the lexicon size from 64k to 65k by addingthe next thousand most frequent words (65k is at presentour system's limit) the relative OOV rate reduction so ob-served on the training material is 1 %. Decompoundingsemi-automatically all occurrences of 15k compounds in thetraining material (approximately 3 % of the compounds)results in a new 65k lexicon with a relative OOV rate re-duction of 5 % on the training data and of 4 % on theevaluation test set.In spoken German vowel-initial words and morphemesare often, but not systematically, preceded by a glottal stopor marked by a glottalization (low and irregular pitch rate)of these vowels. This can a�ect the whole vowel or can re-

sult in 2 segments �rst a glottalized segment, followed by anormal vowel segment. The example shown in Figure 1 is aspectrogram of the compound word parteiideologisch. Thespectrum of the vowel-vowel sequence (time 4.3s : diph-thong /ai/ followed by /i/ at the boundary) is quite irregu-lar due to glottal stop. While word-initial glottalization alsooccurs in other languages such as English, its occurrence isless systematic. In German, glottalized segments are goodindicators of morpheme boundaries, a characteristic which,when accounted for in the lexicon and the acoustic models,has led to better recognition.
Figure 1: Spectrogram of the compound word partei-ideologisch. A glottalized initial vowel segment of the mor-pheme ideologisch can be seen around time instant 4.3s(scale: 100ms x 1kHz).3. SYSTEM DEVELOPMENTThe recognizer makes use of phone-based continuous den-sity HMMs for acoustic modeling and n-gram statistics es-timated on newspaper texts for language modeling [1]. Thedecoding is carried out in multiple passes, where more ac-curate models are used in successive passes and informationis transmitted via word graphs. Thus the �rst pass which isused to generate the initial word lattice must use accurateenough acoustic models so as to not introduce lattice errorswhich are clearly unrecoverable with further processing. Inpractice the graph error rate is small (4.4% on the GermanSqale evaluation test set), but poor speakers tend to havehigher graph error rates. Note that this rate is necessarilygreater than or equal to the observed OOV rate.Within the Sqale project, speech and text material fortraining and testing, the phone symbol set and a 64k pro-nounciation lexicon have been provided to the participants.At Limsi 40k and 64k bigram language models (LMs)have been trained using the 31 M words of the FrankfurterRundschau text for the S1 and S2 systems respectively.These bigram LMs are used during the �rst decoding passto generate word graphs subsequently used with the stan-dard Sqale 64k trigram LM (3 M trigrams, 5 M bigrams).The acoustic models were trained with the Phondatread speech database, available for research purposes from



the University of Munich. Phondat contains a variety ofprompt types including phonetically balanced sentences, afew short stories, isolated letters and train timetable queries.There are a total of 15,000 sentences from 155 speakers.Vocabulary items are rather limited, with only about 1700di�erent words and the prompt texts are quite di�erent instyle from the language model training material (taken fromnewspaper texts).During system development, the pronounciation lexiconhas been progressively checked and modi�ed. The originallexicon provided within SQALEmade use of 52 phone sym-bols (including glottal stop and silence). For our S1 system,the glottal stop was removed from the transcription lexiconand some minor modi�cations were carried out on the re-sulting transcriptions. In the phone symbol set there were25 vowel symbols, often with 3 di�erent versions for a givenvowel type: lax, tense normal and tense long. While a�ne transcription can be achieved with the larger phone set(which can be of interest for automatic transcription of thecorpus and for explicit modeling of many possible pronoun-ciation variants), it must be ensured that the lexicon is bothcomplete and consistent with regard to such variants. Sinceit is very di�cult to create and maintain a correct and con-sistent transcription lexicon for large vocabularies, we triedto limit problems due to erroneous or lacking transcriptionsby reducing the vowel set. We also manually veri�ed com-plex consonant clusters to ensure consistency.For speech recognition purposes, it can be advanta-geous to allow for pronounciation variation without explic-itly adding multiple transcriptions by simply using a smallersymbol set, thus implicitly modeling some of the observedvariation. Another argument for reducing the symbol setfor the recognizer was that given the relatively small train-ing set lexicon size, many triphones may merely be word-dependent phones. Thus the recognition lexicon of the S2recognition system was represented with a set of 48 phones(including glottal stop and silence).Di�erent acoustic model sets were trained after segmen-tation of the training corpus using the updated phone setsand transcription lexica. In order to model a large num-ber of context-dependent phones we make use of state-tyingtechniques [3] for the largest models of the S2 system.The S1 system's acoustic models are derived using 51phone symbols for training speech transcriptions. All train-ing material, except the longer stories, was used. Sets of463 and 883 gender-independent context-dependent (CD)phone models were trained. For the S2 system larger acous-tic models are trained using a reduced vowel symbol setand an updated transcription lexicon. Here we includedthe longer stories in the training data, but isolated letterswere no longer used. Whitout using the glottal stop sym-bol 928 gender-independent CD models and 2385 gender-dependent tied-states CD models were trained for the tworecognition passes. When using the glottal stop symbol, 986gender-independent CD models and 2481 gender-dependenttied-states CD models were trained.4. EXPERIMENTAL RESULTSRecognition experiments were carried out on two sets of 200sentences (10 sentences from each of 20 speakers): Ger-

dev95 and Ger-eval95. The test data were recorded inthe context of the Sqale project by TNO Netherlands,using prompt materials selected from the test portion ofthe Frankfurter Rundschau text data[4]. The test sentenceswere selected within SQALE so as to limit the OOV rateto be near 2 %. Randomly selecting a set of 400 test sen-tences from the development texts we observe an OOV rateof more than 7 %.In Table 2 word error rates of the two systems S1 and S2on the �rst test set Ger-dev95 are compared. The relativeerror reduction when going from S1 to S2 is 23 %. There aretwo major reasons for the observed improvement: increasedlexical coverage and enhanced acoustic modeling. Extend-ing the lexicon from 40k to 64k words gives about a 10 % rel-ative error reduction, as shown in the lower part of Table 2.To estimate the impact of lexical coverage on the S1 system,without running the costly �rst decoding pass, we used the64k-word graphs, produced by the S2 system, as input tothe second decoding pass of the S1 system. The error re-duction may thus be considered optimistic, but nonethelessindicative. Acoustic modeling improvements account forthe remaining 13 % of relative error reduction. These im-provements mainly stem from the increased number of CDtriphones considered, combined with state tying techniques.But acoustic models have changed along di�erent axes fromthe S1 to the S2 system: phone symbol set, transcriptionlexicon, slight changes in acoustic analysis, optional use ofglottal stop. The global error reduction achieved here canbe estimated to 5 %, as we could measure about 8 % forthe increased number of gender-dependent CD phones. Acomparative test using an old and new version of the lexi-con, without changing anything else in the system showeda relative reduction of 2 %.System con�guration %werrS2-64k 2500 CDs, gender-dep., opt. glot. 21.8S1-40k 900 CDs, gender-indep., no glot. 28.4S1-64k S2-64k graph, no glott 25.2S1-64k S2-64k-graph, opt. glott 24.8Table 2: The �rst two lines show recognition results on ger-dev95 using S2-64k, S1-40k systems. The following linesmeasure the impact on the S1 system of increased lexicalcoverage and use of glottal stop symbol.The S2 system was evaluated within the Sqale project[4], [6], [7], using an ARPA-like procedure and obtained thelowest word error rate, after adjudication, of 18.4 % withthe bigram model and 16.1 % with the trigram model onthe Ger-eval95 test set.Beyond the goal of assessing the German recognizer ina task comparable to WSJ in English, we wanted to as-sess the e�ectiveness of explicitly modeling the glottal stopin the di�erent system con�gurations (gender-independentvs. gender-dependent models, bigram vs. trigram LMs).Results are shown for the S2 system in Table 3. The devel-opment test data Ger-dev95 has a slightly higher OOV ratethan Ger-eval95 (2.4 % versus 2.0 %), and a higher worderror rate for all conditions.Using the glottal stop model with the bigram systemimproves results in most con�gurations, and its optional use



S2-64k #acoustic models gender-dependent glottal stop ger-dev95 ger-eval95OOV-rate 2.4 2.0bigram LM 928 no no 27.6 22.3bigram LM 986 no yes 26.2 20.8bigram LM 928+986 no optional 26.6 20.8bigram LM 2385 yes no 25.3 20.8bigram LM 2481 yes yes 25.5 19.6bigram LM 2385+2481 yes optional 24.9 19.4trigram LM 2385 no no 22.9 19.3trigram LM 2481 no yes 23.2 18.5trigram LM 2385+2481 no optional 22.1 18.1trigram LM 2385 yes no 22.6 18.5trigram LM 2481 yes yes 22.9 18.0trigram LM 2385+2481 yes optional 21.8 17.3Table 3: Recognition results (before adjudication) on ger-dev95 and ger-eval95 are shown as %Werr (%Werr =%subs+%del+%ins) using the S2-64k system with bigram and trigram LMs. OOV rates are given for the two test sets.tends to improve the best performance. With the trigramsystem the use of a glottal stop model only improved theresults on the Ger-eval95 set, giving slightly worse resultson the Ger-dev95 set. However, used optionally, it improvesperformance on both test sets. The glottal stop model, byabsorbing glottalized segments at word boundaries, allowsfor purer acoustic vowel models. But its use introducesone additional segment in the concerned words' acousticmodeling, and results in a longer duration model, whichmay or may not be desirable.5. DISCUSSIONWe have presented in this paper our large-vocabulary con-tinuous speech recognizer for German. Concerning the ger-dev95 test set we measured an improvement of about 20%between the S1 and S2 systems. This error reduction canbe mainly attributed to increasing the lexicon from 40k to64k words, modeling a larger number of context-dependentmodels using a tied-state approach for parameter sharing,and the use of gender-dependent models. Additional errorreduction comes from a sum of modi�cations, the relativecontribution of each being di�cult to estimate: a di�er-ent subset of training sentences was selected (for the S1system the short stories were not used, whereas isolatedletter utterances were included, for the S2 system we didthe opposite), the phone set was reduced, glottal stop wasoptionally used for words starting with a vowel, phonetictranscriptions in the lexicon have been checked for consis-tency (this is particularly important in German due to thehigh compound-word rate), alternate transcriptions havebeen added.Across the experiments carried out with the S2 system,from the weakest models (bigram LM, small set of gender-independent acoustic models) to the most accurate ones(trigram LM, large set of gender-dependent acoustic mod-els), the relative gain of the optional glottal stop model,increases. An analysis of the errors showed that the glottalstop model often prevented poor word boundary placementand the segmentation of a long word into a sequence ofsmaller (vowel initial) words, as is often observed for OOV
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