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ABSTRACT Data partitioning, developed for the American English sys-
tem, is based on an iterative maximum likelihood segmenta-

In this paper, our work i_n develqping a 'V'a“d‘i‘”“ broaTdcaSttion/cIustering procedure using Gaussian mixture modadsaay-
news transcription system is described. The main focusisf th glomerative clustering [5]. In contrast to partitioningyatithms

work is a port of the LIMSI A_merlcan Engll_sh broadcast news that incorporate phoneme recognition, this approach islage-
transcription system to the Chinese Mandarin languagesyse independent, and the same models are used to partitionsBngli
tem consists of an audio partitioner and an HMM-based CominFrench Gerr1’1an and Mandarin data. The result of the paiitio
ugustszpjich recofgdnlzter.f Thethacigsgt;c I-Tob(ilell\s/l Wedre _tralned qu process is a set of speech segments with speaker, gender
abou ours of gata from the u andann corpug,nqg telephone/wide-band labels. The cluster labels of #re p

available via LDC. In addition to the transcripts, the laage titioned data are used during transcription to carry outyes-
models were trained on Mandarin Chinese News Corpus contain ic.q cluster-based adaptation. The partitioning resulthis

ing about 186 miIIion_ characte_rs. we inve_stigate re_cognip'f_er- data has not been carefully evaluated, however, the paetiti
formance as a function of lexical size, with and without tame does not appear to make too many err,ors We éid notice some

:he Iex!cS[)_n, ar;]d W'tth a topic (:epen;ihenltjlig%iagggr;(;d:tl.ss Th onfusions in the gender labels, which do not affect thegato
ranscription character error rate on the EBISE o performance as the acoustic models are sex-independen

18.1% using a lexicon with 3 tone levels and a topic-based lan ) )

guage model. The _speaker-lndependent, _Iarge vocabl_JIary, continueecsp
recognizer makes use of continuous density hidden Markal-mo
els (HMMs) with Gaussian mixtures for acoustic modeling [7]

1. INTRODUCTION In our Mandarin system, all of the acoustic and language mode
It is well known that radio and television broadcast showsco tl_rg'gl?lg] data used to develop the system were distributethdy

tain different types of speech from the acoustic and lintijis ) o ) ]
points of view, from prepared speechto spontaneous spiech, The acoustic training material consists of about 24 hours
clean speech to speech with background noise or music, ahd wi of manually transcribed broadcasts recorded from 3 sources
wideband and narrowband data. All of these varieties irsmétae ~ Voice of America (VOA), People’s Republic of China Televi-
complexity of automatic broadcast news transcription [Bhe  Sion (CCTV) International News programs and Commerciatrad
goal of the DARPA Hub4 task is to improve speech recognizeRasedin Los Angeles (KAZN-AM), along with manual transerip
performance on this type of inhomogeneous, real-world .datations. In orderto be_ robust with respectto the varied adousn-
LIMSI has developed an American English broadcast news tranditions, the acoustic models are trained on all data typkesinc
scriber, and which has been successfully ported to the Fran¢ ~ SP€€ch, speech in the presence of background noise or rousic,
German languages. Unlike most Western languages, Mandarffgnsmitted over noisy channels.
Chinese is a character-based language, where there a@xappr  The language model training data comes from the Mandarin
mately 8000 frequent characters and about 400 syllables1- Ma Chinese News Corpus which contains about 186 million charac
darin is also a tone-based language, with five differentd¢@sso-  ters of text from the Renmin Ribao newspaper (People’s Raily
ciated with the syllables. This paper describes our workdrt-p  the Xinhua newswire service, and scripts from China Radio In
ing the LIMSI American English system to Mandarin Chinese.ternational, and on the manual transcriptions (460k charsk
Porting consists of creating appropriate language-specifnpo-  of the acoustic training data. The language model is obddirye
nents, namely the acoustic models, the pronunciationogiaty ~ interpolating multiple models trained on data sets witffedént
and the language models. This process was greatly aidedeby tinguistic properties (newspaper and newswire texts, spean-
availability of training resources at the LDC [1], and malipa scriptions).
transcribed evaluation test data from DARPA sponsoredibenc  The remainder of this paper is organized as follows. In the: ne
mark tests [11, 12] and other reported results on this datidB  section the recognition lexicon is described. Sectionsd34ate-
The LIMSI transcription system has two main phases: audicscribe the acoustic and language models. The decodingguoze
partitioning and speaker independent continuous speeolgné  is briefly summarized in Section 5, and experimental resarks
tion [8]. The first phase serves to partition the continucatad given in Section 6.
stream into homogeneous acoustic segments, assigninggappr
ate Iab(_e!s with each segment. The se(_:ond phase carries ot wo 2. RECOGNITION LEXICON
recognition, where the system determines the sequencerdswo
in the segment, associating start and end times and ogtianal Our lexicon is based on the Mandarin lexicon distributed by
confidence measure with each word. LDC, with some modifications to the descriptive phone symbol
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Figure 1: Percent of lexical items as a function of word length in Figure2: Word coverage vs. lexicon size for training corpus and
the 50k lexicon and in the training texts. developing corpus

set and additional lexical entries. The LDC lexicon was tieve Shows the distribution of the lexical entries as a functibthe
oped for use in the Hub5 LVCSR (Large Vocabulary Conversa-”umber_ of characters in the IeX|con_ a_nd in the training cerpu
tional Speech Recognition) task, and contains a total ofQ8t, The lexical coverage of both the traln_lng and Qeve_lopment co
words with phonemic transcriptions, tone markers (5 lévetsl ~ Poraasa function of word frequency is shown in Figure 2. Two
additional information on the morphology and frequency of o character words are the most frequent in the lexicon, andwatc
currence in the Xinhua newswire texts and the Hub5 CallHomdor over 60% of all word occurences. It can be seen that the 20%
corpus. The additional entries consist of about 4300 fratue most frequent words cover almost 95% of all word occurrences
Chinese characters and 3000 words selected from the Mandar|" the training corpus and 94% of the development corpush Wit
News text corpus. The full lexicon contains a total of 50,590 the 40% most frequent words, a lexical coverage of over 97% is
tries. Most of the additional words added to the LDC lexicom a ©btained for both corpora. These curves suggest that itidoeil
proper names of people and places that occur frequentlyis ne interesting to use a mixed lexicon containing both charactad

but are much less common in conversational speech. These a@Set of frequent words.

ditional words are selected using the maximum match method, Three additional lexicons were developed, each of which is a
which is the the most popular method for Chinese word segmersubset of the full 50k lexicon.

the lexicon, so as to determine a complete parse of the senten
This method, which is simple and fast, is as follows: Thentrai
ing texts are first segmented using the entries in the LDCtexi
which resulted in a word stream where the unknown words (i.e. ) o
those words not in the LDC lexicion) are segmented into iiadiv 3. A lexicon containing all frequent characters and the 40%
ual characters. The single character words are then caratatd most frequent multi-character words. This lexicon corgain

to form new two-character words if the frequency of occucen about 24k entries.

and the mutual information of two character sequence istgrea  The lexica are represented using a base set of 39 phones, in-
than a threshold. These new two-character words are addeelto cluding specific phones for silence, breath noise, a fillavelo
lexicon and the same procedure is applied to segment theisxt  and a filler consonant. (This is a slightly modified set of pé®n

ing the new lexicon, to form three-character words by conmgn  compared to the original LDC lexicon which distinguised 38

a single-character word and a two-character word accortting phone units.) Two pronunciation lexica were developeckdiff

the same frequency and mutual information criteria. Th&pF  ing only in whether or not different tones are distinguishedr

dure was carried out iteratively to obtain additional wdrdsn 2 pronunciations with tone, we distinguish only 3 tones: flanés
characters to 6 characters in length. All the additionaldsavere 1 and 5), rising (tones 2 and 3), and falling (tone 4).

manually verified to ensure to remove character stringsomith

any semantic meaning. The result of the process was a list of 3. ACOUSTIC MODELING
3000 additional words.

Because Mandarin Chinese is a character-based language, 3R
Chinese text can be covered by a character string. This ntleains 0-
if all individual characters are included in the recogmitilexi-
con, there is no problem of out-of-vocabulary items. In the e
treme case, the recognition vocabulary can contain onlyacha
ters (there are only about 8000 frequent characters in Mamjda
and character-basedlanguage models can be estimatedvétowe
including some multi-character words in the lexicon camiig
cantly reduce the character perplexity.

2. Alexicon composed of all frequent characters and the 20%
most frequent multi-character words. This lexicon corgain
about 15k entries.

The recognition feature vector contains 39 cepstral parame
rs derived from a Mel frequency spectrum estimated on the
8kHz band every 10ms. For each 30ms frame the Mel scale
power spectrum is computed, and the cubic root taken foltbwe
by an inverse Fourier transform. Then LPC-based cepstr@fi co
ficients are computed. The cepstral coefficients are nozexbn

a segment-cluster basis using cepstral mean removal aiadwar
normalisation. Thus each cepstral coefficient for eachteiusas

a zero mean and unity variance. The 39-component acouatic fe
ture vector consists of 12 cepstrum coefficents and the legggn
Thetext corpus was segmented using the 50k lexicon. Figure &long with the first and second order derivatives.
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The acoustic models are triphone-based context-dependemtlifference between the class means. We assumethiata key-
phone models, which may be dependent of not on the positiomord if this difference is greater than an empirically detered
of the phone in the word. For trigram decoding, depending orthreshold. Using this approach a list of about 3000 keywaas
the models set have about 3000-5000 phone contexts (witlt aboidentified. A topic was then associated to each keyword. fitass
4000 tied-states and 16 Gaussians per mixture) for atoelafit  been done semi-automatically. In our system 8 topics were de
50k Gaussians. Larger tied-state models are used for 4-deam termined, corresponding to very broad categories: inténal
coding, with about twice as many contexts, and 32 Gaussimns ppolitics, hational politics, economics, sports, legaliss, history,
state. Different acoustic model sets of similar size welié far arts & leisure, and science & technology.

We have not explictly modeled the tone information in the fea cedure is as follows:
ture vector, but model separately phones with differenesorf- . o . .
ter state tying, the number of Gaussians of the acoustic lmode 1. The entire text corpus is first segmented into storiesnlf a

with and without tone have roughly the same number of param-  article is longer than 3000 words, we try to detect topic
eters, however, the number of context-dependent mode}pis t change points in the article, by comparing the similarity of
ically larger when tone is represented. A decision tree veas d the texts on the two sides of each potential change point.
signed for state-tying. A sef of 73 questions which concken t This is based on a vector space model where the cosine
distinctive features of phone, the different tones, andriigh- of the angle between the two vectors is computed, and lo-
boring phones have been used to control the tying. cal maxima are chosen as change points. Potential changes

points are proposed every sentence, using a window of 40

sentences. For shorter articles we assume that the agicle i
4. LANGUAGE MODEL made of only one story.

The language models were trained on the text corpora dis- 2. The articles (or stories) are then associated to thereiffe

tributed by the LDC [1] containing about 186 million charers, topics. If Pr(A;|w;) is greater than a threshold, thel) is
and the transcriptions of the acoustic training data, 46Gkac- associated with the topic associated to keywordIf more
ters. The text data come from three sources: than one keyword is located in the article then the story is

e 1994-1996 China Radio International: 86.7M characters associated with multiple topics.
3. Finally a language model is trained for each topic usihg al

* 1991-1996 People’s Daily: 89.2M characters the stories associated to that topic. The resulting LMs are
e 1994-1996 Xinhua News Agency 9.9M characters then interpolated with a LM trained on the transcriptions
of the acoustic training data. The interpolation weights ar

A portion of the transcripts was set aside for use as develop-  estimated with the EM algorithm on the development set.
ment texts. This portion, corresponding to the 1997 devakemt

test data, contains a total of 14.6k characters. The word perplexity of the topic mixture models on the devel-
Prior to estimating the language models, the charactearstre OPMentdata is 177.3, which is significantly lower than 19265

was segmented into words using the maximum match methodPerplexity of the general Mandarin 4-gram model.

For each lexicon, character based and word based 4-gram lan-

guage models were trained on the text data, and then instgubl 5. DECODING
with a 3-gram LM trained on the transcriptions of the audio- ma o ) o
terial. The perplexity of the development text data usiremiord Word recognition is performed in three steps: 1) initial hy-

based interpolated model is 192.6. For reference, a 4-grsim L Pothesis generation, 2) word graph generation, 3) final thgsis

trained only on the text data gives a word perplexity of 728 an generation [6, 4].

the 3-gram trained on the audio transcripts yields a peiylex Step 1: Initial Hypothesis Generation - This step generates

385 on the development text set. initial hypotheses which are then used for cluster-basedsc
We carried out some experiments with topic dependent lantic model adaptation. This is done via one pass cross-werd tr

guage models [10]. Compared with a general language n-gra@ram decoding with gender-specific sets of position-depend

model, topic dependent models are trained using topiciipec tied state triphones and a trigram language model.

corpora. These models therefore have a better predictiiigyab Step 2: Word Graph Generation - Unsupervised acoustic

for one of the specific domains than a general model. We divide model adaptation is performed for each segment clusteguise

the training corpus into different topic-dependentsupocrand  MLLR technique [9]. A word graph is generated for each seg-

trained different language models on these to obtain a meme-a ment in a one pass trigram decoding using position-depénden

rate language model. tied-state triphones (16 Gaussians per state) and thartri¢an-
In order to train topic dependent language models, we neede@tage model used in step 1.
to solve the problem of text corpus clustering. Our clustgri Step 3: Final Hypothesis Generation - The final hypothesis

algorithm is based on a list of topic dependent keywords. yx ke is generated after a second MLLR adaptation using the word
word is a word that is representative of a particular topike-  graphs, a 4-gram model and a 32-Gaussian version of theticous

word usually occurs frequently in articles related to thgwkerd models used in step 2.

topic, and seldomly occurs in others articles. Assuming e

have a corpus which is composedwofarticlesA,, Az, ..., Ay, @ 6. EXPERIMENTAL RESULTS

word w; is declared a keyword after looking at the distribution of

the valuesPr(A;|w;) for all A; (using the relative frequencies  The transcription system was evaluated on the 1997 NIST
N(w;, A;)/N(w;) as estimates). Based on this histogram theHub4 Mandarin evaluation data containing 1h of speech. The
articles are separated in two disjoint classes by maximgitire  test data come from the same sources as the training datiés tha
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Lexiconsize 7k 15k 24k 50k based language, we also investigated the relationshipsleettine

Word Perplexity 3411 244 209 192 size of the lexicon and the performance of the recogniticst sy
Character perplexity 61 37 29 26 tem. Four lexica of different sizes have been developedaimn
4-gram 27.8 212 205 203 ing different number of multi-character words. Our expegirts
Rel.gain 24% 3% 1% showed that multi-character words are very important tdesys
4-gram, tones 258 19.8 198 194 performance, and that the main gain comes by adding the most
Rel.gain 23% 0% 2% frequent 10k words. Topic dependent language models, which

are more accurate than general language models also gawala sm
Table 1: Transcription character error rate (%) for different lexi- improvement in system performance. The character erreraht
cons with and without tone using a 4-gram language modek Northe recognizer is 18.1% for system with a lexicon includioget
malized word and character perplexities of the developrtexit  information on the 1997 ARPA Hub4 test data.

set based on different lexica and 4-gram language models.
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We have described our broadcast news transcription system
for Mandarin Chinese, which is a port of the LIMSI American
English broadcast news transcription system using liniguis-
sources available from the LDC. Since Mandarin is a tonesthas
language, two sets of pronunciations lexicons have beeeal-dev
oped, with tone and without tone. Similar sized sets of cdnte
dependent, tied state HMMs were built to assess the impzetan
of representing tone in the lexicon. Chinese being a charact
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