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ABSTRACT 2. SPOKEN LANGUAGE DIALOG SYSTEMS

In this paper we summarize our experience at LIMSI in the We have developed applications in two classes of SLDSs,
design, development and evaluation of spoken languageglial telephone-based and kiosk-based. Telephone based seavice
systems for information retrieval tasks. This work has bieen  a natural area for spoken dialog systems as the only means of
the most part carried out in the context of several Europedah a interaction with the machine are via voice and have thus been
international projects. Evaluation plays an integral rimighe  the focus of many development efforts. Since all interactiath
development of spoken language dialog systems. While therthe caller is by speech, dialog design and response gewrerati
are commonly used measures and methodologies for evajuatirre very important aspects of the system. Careful condidera
speech recognizers, the evaluation of spoken dialog sgsiem mMmust be given to the content and formulation of clear and isenc

considerably more complicated due to the interactive iecdund
the human perception of performance. It is therefore ingrdnto
assess not only the individual system components, but taelbv
system performance using objective and subjective messure

1. INTRODUCTION

system responses [17, 13]. Information kiosks and multimed
web interfaces are spreading in availability, providinffedent
ranges of services, such as automated ticketing, orientatfor-
mation, and general tourist services. Audio output (bothnso
and speech) can be used to direct the users attention ontiolero
information. Although for most multimedia interfaces tmgit
modalities are limited to a touch screen and a keyboardetiser

In our view, spoken language systems should provide a faturaincreasing interest in using speech as an alternative impdtl-

user-friendly interface with the computer, allowing easgess
to the stored information. At LIMSI we have experience in de-
veloping several spoken language dialog systems for irdtion
retrieval tasks [3, 9, 13, 1]. Our activities in this area&éeen
mainly in the context of European projects and a French laggu
action launched by the WpELFUREF [4]. The ESPRITMulti-
modal Multimedia Service Kiosk (Msk) project developed and
tested an innovative, user-friendly prototype informatiiosk
combining tactile and vocal input [9, 12]. The same basibtec
nology was used to develop and evaluate to a prototype teteph
service in the LE-MAP RAILTEL (Railway Telephone Informa-
tion Service) project [11] and its follow up project LE-3rRASE
(Automatic Railway Information Systems for Europe) [13ptB
the MAsk kiosk and ouArise system provide accessto rail travel
information such as timetables, tickets and reservatiegvjces
offered, and fare-related restrictions and supplement® Vec-
sys company, a partner in therASE project, is currently de-
veloping an industrial prototype of a telephone servicetfar
French railways based on the project results. In the confakie
AUPELFUREF action B2, different dialog strategies are being
explored for tourist information servicesARIS-SITI) [6]. This
action aims to correlate high level measures with low levitée
ria, so as to deduce a performance measure which can predict u
satisfaction from objective measures [4]. At the Europeael|
Limsi participated in the BPRITDIsc/Disc2 LTR Concerted
Actions which aimed to codify current best practice in spoke
dialog systems development and evaluation.

This paper overviews our experience in designing and etalua
ing SLDSs for information retrieval tasks, and how evaloaiis
part of the development process.
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ity. MAsSK [9] and RARIS-SITI are kiosk-based systems [4].
Although these applications share many commonalitiesethe
are important differences, primarily concerning dialogtgies
and signal capture. By necessity, dialog plays a much more im
portant role in telephone-based services, where in genarhl
tiple caller-system turns are required to obtain a satiefgae-
sponse. For example, it is preferable to ask the caller te pro
vide additional constraints to limit the possible solutipthen
to simply read off a long list of possible solutions satigfyia
request. With a multimedia interface it can be more efficient
to display all possibilities on the screen, letting the uselect
amongst them. Concerning signal capture, the telephomalsig
has reduced bandwidth, and may be affected by varying channe
distortions and handset characteristics. For multimedetfaces
a wide-band signal is available, but the microphone is gelyer
far from the talker's mouth, and in order to account for diffiet
heights and positions of the expected user population, ¥t bea
desirable to use multiple microphones [8]. One obvioustgmiu
is to use a handset to control the microphone position, hewev
this has the disadvantage of reducing the user’s freedonse¢o u
other input modalities. The background acoustic conditiare
expected to be noisier for multimedia interfaces, ofterated in
a public place. Mobile telephone speech, particularly & d¢hr
or street also pose challenges for current technologygtatig
speech input with other modalities must also be considered.
For both types of applications the capability of the usento i
terrupt the machine is often considered as crucial for Uisabi
(There may of course be dialog contexts where it is desirable
disable barge-in to ensure that the caller hears the ent® m
sage.) For the telephone applications echo cancellatioedded
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to remove the echo of the known synthetic speech in order to beutputs a natural language response based on the dialegthtat
able to detect when the caller talks and to recognize the ishat caller's query, and the information returned after datatzsess.
said. Evidently barge-in which is based on the recognizér ou As more natural SLDSs are developed it is becoming apparent
put, and not just speech detection is more efficient and iessep that the dialog manager is a crucial aspect of the systendend

to errors. Simple energy based techniques can be triggered ksign decisions and functionality influence all other system-
spurious noises, which can be generated by the user (cagighinponents [17]. Some considerations concern strategiesrfor e
throat clearing, touching the microphone) or externalypfting,  detection and correction, and conflict resolution. For eplema
door slam, paper rustling). Barge-in with multimedia ifdéees  confidence measure can be associated with each word in the out
requires acoustic echo cancellation, which is a difficidktas the  put, and uncertain words can be rejected by the recognizieor
user is generally in the acoustic field and any movement aiging understanding component, or used by the dialog managearo st

the filter characteristics. a clarification subdialog. Rejection has strong implicasgidor
the interaction with the user (there is a risk of annoyinguker
3. CORE TECHNOLOGIES FOR SLDS by asking for a repetition) and on average leads to longéogka

The main components of a spoken language dialog system afé®Wever, this may be preferable to making an error, and may
a speech recognizer, a natural language analyzer, andagdial be more suc_cessful in the long run. C_,‘onstralnt relaxationbm
manager, which controls the information retrieval compurie- ~ US€d {0 provide a more cooperative dialogue and responss wh
cluding database access and response generation, andch sped€ System is unable to satisfy the user's request. For eleqinp
synthesizer. Some of the design issues in developing a Ispeegﬁ'e case, of a train timetable information task, if no traitisfies
recognizer for an SLDS are discussed in [2, 8, 10]. In gereral h€ User's request, the system can relax constraints oregperd
user can be expected to interact only briefly with the macfsoe ture/arrival time in order to find the closest train. In thase it is
there is very little data available for model adaptatiomegisuf- ~ crucial that the system response is justified by informirgguser
ficient training corpora are rarely available, it is oftercessary ~ thatthe proposedtrain is the closest match to their reqifesit,
to collect application-specific data, which is needed fanmate ~ the user may assume that the system has made a mistake. This ex
modeling at different levels (acoustic, lexical, syntand se- aMPple illustrates the close link between dialog manage et

mantic). This data collection represents a significantiporof ~ '€SPONSe generation.
the SLDS development effort, and finding approaches to mini-
mize this work remains a research challenge. 4. DIALOG DESIGN
The nature of interactive dialog imposes several congtain The dialog manager is the core of a spoken language dialog

the system. The primary requirements are for real-timeakpe  system, being the window through which users observe the be-
independent, continuous recognition of spontaneous &peechavior of the system. For many applications it cannot berassu
where what is really meant by real-time speech recognifidhat  that the user will be familiar with the system or with speakia
there is a very short delay from when the user finishes spgakincomputers. Our experience withAdk and ARISE has led us to
and the system responds. An acceptable latency is on theafrde propose the following dialog principles:
0.5s. Since speech recognition is being carried out duignggs 1) To never let the user get lost. The user must always be in-
acquisition, dynamic approachesto signal and parameteralo  formed of what the system has understood. This is patrtiyular
ization are required. Most real-time decoders use a frame sy important when users are not familiar with speaking to a rireeh
chronous search, combined with dynamic pruning, baseéreith 2) To answer directly to user questions. The system responses
on the number of active solutions and/or on the elapsed fithe.  should be as accurate as possible and provide immediate feed
recognition vocabulary usually has no more than a few thedisa back of what was understood.
words and it is common practice to explicitly model filler wisr ~ 3) To giveto the user the opportunity, at each step, to correct the
and breath noises, and to use compound words for common woigystem. This capability is needed to be able to correct for recog-
sequences that are subject to strong reduction and cdatiizu nition errors, but also the user may correct what s/he saiday
Word-class based language models are often used to give a phave a change of mind.
ori information to the speech recognizer and reduce theafsk 4) To avoid misunderstanding. Even if users are able to correct
model inaccuracy due to non-representivity of the trainifaga.  the system at any time, they tend to not do so. It is therefore
The use of dialog context specific language models is anothémportant to minimize recognition errors, as users can ret b
way of adding task-specific knowledge in the recognizer [7]. expected to correct the system. This suggests using cooiden
Different approaches have been taken to interface the Bpeeceneasures and rejection of unreliable hypotheses.
recognizer with the natural language understanding (NLdsh-c To support a user-friendly, mixed initiative dialog, thesssm
ponent which extracts the meaning of the spoken query. Irt mosshould support negotiation, navigation (that is detectibtopic
systems a bottom up approach is taken, where the output of ther task changes), and to the extent possible, be able totdetec
recognizer ( is passed to the NLU component. Most understandieal with errors. When the dialog is going well, the user dthou
ing components are based on rules, however some stochigsticabe able to express him/herself freely, providing inforratin
based systems have been reported [16, 14]. The attractista-of any order. If the dialog is not progressing, the system shoul
tistical methods stems from their success in speech rettogni  guide the user. Long dialogs indicate that the user is experi
with human intervention being limited to labeling (or cartieg ~ ing problem, therefore we try to minimize the number of dgalo
labels). Known disadvantages are that stochastic modglsree  turns, to rapidly aide the user to obtain their desired imfa+
large training corpora in order to reliably estimate modaigm-  tion. To support different user needs, a two-level dialogtegy
eters. Also, generalizations that can be made relativesylyelay has beenimplemented, in which a mixed-initiative dialogam-
humans may not be automatically learned. bined with a system-directed dialog in case a problem isotiede
The dialog manager is the controller of the entire system aén obtaining important information. When the second lewl,
it manages contextual understanding, the dialog histofgrina-  constrained dialog is active, the speech recognizer madesi
tion retrieval and response generation. The generatiopooent  a dialog-context dependent language model.
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Different dialog phases can be identified: acquisition atieg
tion, navigation, post-acceptance and metacommunicaflon
ing the acquisition phase, the system obtains the infoonati
needed to complete the current task. The negotiation phase o
curs when the user modifies his/her request as a functioneof th
information returned by the system. Negotiation is paltidy
useful when there is no database entry satisfying the cintr
specified by the user. Navigation refers to when the userggsn
from one task to another. Navigation also includes the pdssi
ity to ask about the functionality of the system and what ypk
information are available. Once the user accepts the solptio-
posed by the system, the dialog enters into the post-acuapta

phase. In this phase, if the user does not spontaneouslyiask g .

other question, the system will suggest another task. The ne
task depends on the current one. If the user does not enter in
any of the proposed tasks, the system closes the dialog. - Met
communication concerns the overall dialog flow as well as the
detection and treatment of errors. Error detection is ofipalar

System: Friday 10/07 leaving Paris at 7am, arriving in Surgres at
10:09 with a change in Poitiers. Do you want to reserve?
Reco: yes

Frame after interpretationzrep-pos> OK

flag-res: 1.0K

System: Do you have a reduction?

Reco: fw What reductions are available?
Frame after interpretationzinfo-reduction> OK
flag-concept: info-reductiorOK

flag-res: 1LNOK (C) responseOK
flag-reduc: 10K

System: The possible reductions are: family, child, youth,
[retiree, couple,... Do you want more information ?
aReco: yes the price with a family reduction

Frame after interpretationzrep-pos> OK

flag-tarif: 1. OK

importance in an unconstrained dialog, as few constraarse

applied to minimize recognition and literal understancengrs.
Either the user or the system can have the impression thag-som

Figure 1: Example annotation for task changes.

thing went wrong and needs to be corrected. The system detect An important concern is obtaining realistic user trials.e%h

a potential error when contradictory information is ob&in The
system can choose to ignore the new information, replacelthe
information with the new information, or enter into a confam
tion dialog. A correction initiated by the user can resutinfra
system error (usually a recognition or understanding oocan

are obviously needed to properly evaluate the prototypeoer p
tential service, but can result in negative publicity if ied out
prematurely. Often however the system developer does text of
have access to the final user, and must resort to recruitihg su

jects on ongoing basis to provide data for system developmen

reflect a change of mind. Detecting a user correction canfee di and evaluation. In the context of theAdk and ARISE projects,
ficult given the openness of the system, as users may not stafriodic evaluations were carried out by the SNCF [12, 13] (i

their correction clearly. In addition, handling of errossdompli-
cated by the fact that a new error can occur while in the pces|
of correcting an earlier one.

5. SLDSEVALUATION

Evaluation plays an integral role in system development, pa
ticularly when combined with iterative system developméditite
collected data can be used first for evaluation purposesthemd
as additional training data for subsequent systems. Aryaisal
of the main errors provides input for immediate correctiams
longer term modifications. Different types of evaluatiom dze
used, each with their particular strengths and costs. lthsa-
tageous if the evaluation can be carried out automaticafter
labeling of the test data. While this type of evaluation can b
applied to individual system components, particularlygpeech
recognizer and the semantic understanding componentnittis
currently possible to automatically evaluate the dialognpo-
nent. A multilevel error analysis can be used to distinglish
tween errors due to a particular componentand those prdéipgga
from preceding stages[11]. When experimenting with new use
interfaces and dialog strategies, it is often useful toycaut an
informal assessment of system performance and capabitid
how these are perceived by users. For example, informas tria
were carried out to test the MK interface. The resulting inter-
face has a self-presentation illustrating the use of thekkand
explaining the different types of transactions availakle;intu-
itive interface with easy switching between tasks (suchméms-
mation or ticketing); a facial image of a clerk to let the ukseow
what the system is doing; and a two-level help facility witkefi
time-outs. Our experience with this system is that the uger-
face and the manner in which novice users are able to faim#éiar
themselves with it, has a large influence on the overall &ans
tion successrate [12]. The periodic evaluations of thekdgh-
lighted the need for such help facilities.
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conjunction with UCL for MAsk). The subjects were recruited
by a hostess at a Parisian train station or via a polling compa

for the final ARISEtest campaign. Each subject carried out 3 to

5 scenarios, and completed a short questionnaire afteraegh

which included an estimatation of the completion time. Idiad

tion to these evaluations, we carried out in-house evalnatio
assess intermediary systems [12, 13].
While there are commonly used measures and methodologies

for evaluating speech recognizers, the evaluation of spdie

log systems is considerably more complicated due to thesiote
tive nature and the human perception of the performances It i
therefore important to assess not only the individual system-
ponents, but the overall system performance using obgetid
subjective measures. In addition to the commonly used $peec
recognition word error rate measure, it can be enlighteniing
measure the error on words that are important for the taslke Th
frame and slot error rates are often used to evaluate the Mot} ¢
ponent, and errors arising from ASR and NLU can be measured.
The goodness of the dialog is usually assessed manuallgdbas
on the system responses. Global evaluation measures odgheer
entire user interaction, and include both objective andesiive
measures, as well as external observations. Some objeutige
sures are the dialog success rate, the average/maximuimianin
number of turns, the total/waiting time, the number of répet
tions/corrections/interruptions, and whether or not ¢hesas a
closing dialog. Subjective user assessment usually askses
qualitative criteria such as the ease of use, perceivedispee
perceived reliability via a questionnaire [11, 12, 13]. e tase
of multimodal systems, the effectiveness of speech can tve co
pared with other modalities, such as touch screen or keygrad f
input and a visual display for output.

In the following we give a few measuresthat we use for dialog-
level evaluation. Figure 1 shows an example of how annotions
added to the completed semantic frame for a portion of a gialo
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