Tracking topics in broadcast news data
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ABSTRACT The amount of information also varies across stories and top
This paper describes a topic tracking system and its altdity ~ iCS: Some topics contain fewer than 20 terms after stopping
cope with sparse training data for broadcast news trackifige and stemming, whereas others may contain on the order of
baseline tracker which relies on a unigram topic model. beor 300 terms. But even in the best cases, the training data is
to compensate for the very small amount of training data émhe  sparse and it is difficult to accurately estimate the oneopi
topic, document expansion is used in estimating the inidplc  model from it. In order to address this problem, techniques
model, and unsupervised model adaptation is carried cetpfo-  for document expansion and unsupervised online adaptation
cessing each test story. A new technique of variable weightiu 0 \,seq. These techniques attempt to gain information from
pervised online adaptation has been developed and was found the past data and incoming data. Document expansion is

outperform traditional fixed weight online adaptation. Guning . .
both document expansion and adaptation resulted in a 378tez0s used to extract related information from past data (from the

duction tested on both English and machine translated Mimda 10212 corpus) and add it to the on-topic training data. Un-
broadcast news data transcribed by an ASR system, with rhanuaSupervised online adaptation is used to update the on-topic
story boundaries. Another challenging condition is one ok model with information obtained from the incoming stories
the story boundaries are not known for the broadcast nevas dat which the system judges to be on-topic.

A window-based automatic story boundary detector has been d .
veloped for the tracking system. The tracking results with t Another problem is that for the broadcast news (BN)

window-based tracking system are comparable to thosersutai data with automatic speech recognition (ASR) transcrifio

with a state-of-the-art automatic story segmentation entbT3 there are no predefined story boundaries. In this work, a
corpus. window-based segmentation has been used to cope with this

problem. This solution is compared to the automatic bound-
1. INTRODUCTION aries provided by IBM [3] for the TDT2 and TDT3 corpora.

In this paper we describe a topic tracking system and its  The remainder of this paper is as follows. First a descrip-
ability to cope with sparse training data evaluated in the tion of the tracking task and data is given, followed by an
DARPA 2002 Topic Detection and Tracking benchmark test overview of the tracking system as well as with document
(TDT2002). The TDT evaluation included five tasks: seg- expansion, unsupervised model adaptation(Section 3n The
mentation, topic detection, topic tracking, first storyeet  a description of the window-based automatic boundary de-
tion and link detection. A topic is defined to be a seminal tection for BN tracking (Section 4). The results are sum-
event or activity, along with all directly related eventsdan marized in Section 5 followed by some conclusions. Exper-
activities[15]. imental results are given using the LDC TDT3 test corpus

We report on developing a system for the topic tracking and the associated 60 topics.
task. For this task a small set of on-topic stories are given
for training and the system has to decide for each incoming
story whether it is on- or off-topic. The system is a unigram 2. TASK AND DATA
tracker which uses the likelihood ratio of an on-topic model
and a general English model as a similarity score. The sim- For the topic tracking task a small set of on-topic stories
ilarity score is compared to a fixed threshold to decide if the @re given for training and the system has to decide for each
incoming story (or documenitjs on or off-topic. One ofthe ~ incoming story whether it is on- or off-topic. There is no
difficulties of the this task is that only a very limited amaun 100k-ahead and each topicis evaluated independentlyhwhic
of information about the topic may be available in the train- Means that the system should make a decision once it has fin-

ing data, in particular when there is only one training story ished processing the incoming story, and that no informatio
about the other topics can be used in taking the decision [15]

lIn this paper the terms “story” and “document” are used ) ) ]
interchangeably. The tracking performance is measured by the normalized



tracking cost function as defined as follow [15]:
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whereCysiss = 1.0 andCry = 0.1 are the costs of a
missed detection and a false alarfyy;;; and Pr,4 are the
probabilities of a missed detection and a false alarm respec
tively, Prarger = 0.02 and P,py.¢ = 0.98 are the a priori
probability of finding a target and a non-target. The lower th

cost, the better the tracking performance. The performance

also measured by the Detection Error Tradeoff (DET) curve

which are constructed by sweeping a threshold through the

system’s space of decision scores[2].
The TDT3 corpus distributed by the LDC [9], consisting

of newswire and broadcast news (BN) audio data in both En-

glish and Mandarin from the period of October-December
1998. For this work, the TDT3 corpus has been divided

into two parts, 60 topics were used for system development

(TDT3dey and the remaining 60 topics were used for test-
ing (TDT3tes). In these experiments, only the BN data
with ASR transcriptions are used for training and testing.

On average, there are 14,000 test stories for each topic and] _ . .
The BN data were (thp), the system hypothesizes that the story is on-topic.

of which about 0.25% are on-topic.

transcribed with an ASR system: the English sources were

transcribed with the BBN ASR system and the Mandarin

sources were transcribed using the Dragon ASR system. Sto-
ries were segmented manually and automatically with the

IBM [3] automatic story segmentation system. For the Man-

darin sources, the automatic machine translations (MT) to

English were derived with the Systran system.
Experiments were carried out for the following different
training and evaluation conditiofisThe primary condition
for which there is one English BN story (NT=1) with ASR
transcriptions for training and for which the test data ¢stss
of BN audio data in both English and MT Mandarin with

61,000 stories dating from January to June 1998. For each
topic, a unigram model is constructed from the provided on-
topic story/stories without using the off-topic traininps
ries. Due to the sparseness of the on-topic training da¢a, th
probability of the story given the topic is obtained by inter
polating its maximum likelihood unigram estimate with the
general English model probability. The interpolation ¢oef
cient (A = 0.25) was chosen so as to minimize the tracking
cost for both the TDT2 and TDT3 development sets.

The similarity scoreS(d,T") for the incoming document
d and the topid” is the normalized log-likelihood ratio be-
tween the topic model and the general English model:

+ (1= X)P(w)
P(w)

S(d,T) = Lid 3 th(w, d) log AP(lT)

wed
where P(w|T) is the ML estimate of the probability of
wordw given the topid’, P(w) is the general English prob-
ability of w, tf(w, d) is the term frequency in the incoming
documentd, and /., is the document length. If the score is
igher than a fixed condition-dependent decision threshold

The transcripts are normalized by stopping and stem-
ming, since in previous experiments these procedures were
found to improve the tracking performance [12]. Our sto-
plist consists of 800 high frequency words, the stemmer is
based on Porter stemmer [16] with manual correction and
the stemmed lexicon contains 38000 entries.

Document Expansion

One of the difficulties of the TDT tracking task is that
there is only a very limited amount of data to train each topic
model. The training data being very sparse, it is difficult to
accurately estimate the topic model. Our previous experi-
ments showed that document expansion can reduce the track-

ASR transcriptions and manually segmented story bound-jng cost especially for the one training story condition][12
aries. The second conditionis same as the primary condition  pravious work on document expansion for speech retrieval

but with automatically determined story boundaries. We re-

by [17] showed that document expansion can be used to al-

peat the primary and second conditions busing four English g iate the effects of transcription errors on speech e

BN stories (NT=4) for training.

3. EXPERIMENTS
Baseline Tracker

Our baseline system relies on a unigram model. The simi-

larity between a story and a topic is the normalized log like-

Document expansion consists of adding related terms to the
on-topic training data. The related terms are extracteohfro
42 millionwords of TDT2 texts including data from the New
York Times, the Los Angeles Times, and the Washington
Post, from January to June 1998. For each topic, 25 terms
are added with term frequencies proportional to their effer

lihood ratio between the topic model and a general Englishweights [8], which is based on an OKAPI information re-
model [12]. The general English model was estimated on thetrieval system. In order to reduce the risk of errors intro-

TDT2 corpus containing English newswire texts, ASR tran-

duced by the expansion terms, their total weight is fixed to

scripts of the English BN data, and machine translations of a fraction of the original total frequency. Fractions of 0.5
the corresponding Mandarin data. There are in total aboutfor NT=1 and 0.1 for NT=4 were chosen since these values

?For some contrast conditions off-topic training stories provided to
enable discriminative training techniques, however wernditimake use of
these.

minimized the tracking cost on tiEDT3dewdata.
The impact of document expansion can be seen in the
DET curves for the primary condition shown in Figure 1.



The system with document expansion outperforms the base-darin BN, one training story and with manual boundary. The

line system for most of the range of interest, and is most tracking performance with adaptation shows a significant
effective for false-alarm rates in the range of 2-20%, the improvement compared to the baseline system, the minimum
minimum tracking cost decreased from 0.2503 to 0.2144. tracking cost dropped from 0.2503 to 0.1559.

In previous work [13] only a 9% reduction of tracking cost

with document expansion was obtained on THRT3test or T 1 T

data consisting of newswire and manually transcribed BN ;| Random pertomanee 1.

data. Our recent studies indicate that document expansion Doc. Expansion

H H H H H H 3 Adaptation ------{--

is more effe_ctlve with automatic speech_ trgnscr|pt|on$1tha " aseine e Norm(Cosy = 02503 54

with newswire texts and manual transcriptions, as observed _ Doc. Expansion: DETNgrm(Cost) =0.2144 [
z = Adaptation: DET Norm(Cost) = 0.1559 O

by [17]. In the region of low false-alarm rates (under 0.5%)
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bability (i

document expansion is not useful, probably because it adds
some noise to the model.

Another use of document expansion is to expand each test ‘
story and recompute the term weights [5]. However, this * a
is costly since there are about 14,000 test stories per.topic 5 ‘
In our experiments, the system only expands the on-topic ,
training stories.
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Unsupervised adaptation is a another way to address thdigure 1 _The effect (_)f document expansion and variat_)le weight
sparse data problem. Unsupervised adaptation technique#/Insupervlsedadaptatlon evaluated®T 3testorpus, English and
developed by other TDT participants [18, 3, 11] have been
shown to be profitable for topic tracking.

Previous work from Dragon system [18], based on uni- 4. UNKNOWN STORY BOUNDARY

gram tracking model with fixed weight unsupverised online  One of the challenges of the TDT evaluation is that there is
adaptation and an adaptation weightof 1, showed that  no story boundary information in the ASR transcriptions, i.
adaptation did not significantly improve the tracking per- system needs to automatically determine the story bound-
formance. A fixed weight unsupervised adaptation systemgries.
has been implemented and investigated. A lower adaptation The automatic BN segmentation systems of IBM [3] and
weight ofa = 0.3 was found to outperform using a weight CMU [1] were reported in earlier TDT evaluations. The
of o = 1, probably because the effect of adding off-topic sto- main feature of both systems is the use of models trained
ries (noise) to topic model is reduced. However, this meanson specific sources to indicate story changes. For example,
that the impact of adding on-topic stories to the topic model certain “cue-words’ on the left or right sides of stories;isu
is also reduced. In order to overcome this problem, we de- as“C.N.N. news”often appear at the end of the C.N.N. news
veloped a variable weight unsupervised adaptation scheme. reports and the regularities in BN program, such as specific
Inthe 2001 TDT evaluation, variable weight unsupervised time slots for commercials. However, there is increase in
adaptation was found to outperform fixed weight adapta- segmentation cost if the BN sources are unknown.
tion [12]. Variable weight unsupervised adaptation pregid Window-based similarity measures have been used for au-
a means of adding on-topic information found in the incom- tomatic BN story boundary detection for the TREC SDR [4,
ing documents to the topic model, thus continuously updat- 6, 7] task. One of the advantages offered by window-based
ing the topic model [12] with a weight that depends on the methods is that the technique is independent of the data
confidence score. As long as the stories have a similaritysource, and therefore does not require source-specific key-
scoreS(d, T') that is higher than an adaptation threshiblg, words.
whereth, > thp. For each story judged to be on-topic, the  From our previous work, we found that an expanding win-
topic model term frequencies are updated by adding the storydow method outperforms the fixed window method [13]. For
term frequencies of the incoming story weighted with a coef- the expanding window method, the similarity score is first
ficienta < 1: tf7 (w) = tp(w) +atf(w, d). Tocomputethe  computed for the initial window size. Then the window is
variable adaptation weight, the similarity scaiél, T') was expanded by 10 words on both sides and the score is recom-
mapped to a confidence scare(7’, d) using a piece-wise  puted. The expansion is carried out twice. The window is
linear transformatior (7, d) ~ f(S(d, 7). This mapping shifted by half its initial length. If the similarity scores i
was trained on th&DT3dewlata for each test condition. higher than a predefined thresholdr 1), the window is la-
Figure 1 shows the impact of unsupervised adaptation bybeled as on-topic. If the similarity scores of successive-wi
DET curve onTDT3testdata on both English and MT Man-  dows are higher than the threshold, the windows are merged

T Mandarin BN, NT=1, with manual boundaries.



Conditions Nt=1 Nt=4

Boundary manual | auto(IBM) | window-based| manual | auto(IBM) | window-based
Baseline 0.2503 0.3179 - 0.1999| 0.2408 -
Document expansion 0.2144 0.2833 - 0.1731| 0.2302 -
Variable weight adaptation 0.1559 0.2376 - 0.1555| 0.2234 -

Doc. exp. & var. weight adapt. 0.1514 0.2493 0.2476 0.1442 | 0.2267 0.2029

Table 1: Comparison of the tracking costs of different techniques\i-1 and Nt=4 conditions on th€DT3testdata on English and MT
Mandarin BN with different story boundary methods: maniBiM automatic story boundary and window-based boundargatin.

into a single segment and the similarity score is recomputed  ® r r w
All on-topic segments with similarity scores higher thaa th Random Performance
adaptation thresholid: 4 are used for online adaptation.

The TDT3devcorpus was used to tune the parameters of
the window-based tracker, and thBT3testorpus was used
for validation. Aninitial window size of 50 words (includin
stop words) was found to minimize the tracking cost on the
TDT3devdata. Different similarity thresholds were found
to optimize performance on the BN English ASR transcripts
(0.3) and MT of BN Mandarin ASR transcripts (0.2). 10

English manual bnd. -----7 -
English auto. bnd. ————--
Mandarin manual bnd.
60

Mandarin auto. bnd. ------=-

40

Miss probability (in %)

5. RESULTS

Table 1 summarizes the normalized tracking costs for it
the different evaluation conditions with manual and auto- ™ ** % ' 7 Semewmiyery "
matIC_ story boundaries, af‘d Nt?l and Nt=4 training and with Figure 2: Comparison the NT=L1 tracking performance of English
the different system configurations. Both document expan- ang MT BN with ASR transcription, manual and automatic bound
sion and unsupervised adaptation when used independentlyries using therDT3testcorpus. The system combines includes
improve the tracking performance, although the gains are documentexpansion and unsupervised adaptation.
somewhat smaller for Nt=4 condition than for the Nt=1 con-
dition. Unsupervised adaptation reduces the tracking costtranscribed manuallybphmarn and automatically by ASR
in all evaluation conditions. The tracking cost with bound- system pnasj). The evaluations made use of different cor-
aries provided by IBM automatic segmentation system andpora: the TDT2001 evaluation used tM®T3testcorpus
the window-based boundary detection method are comparaswhile TDT2002 evaluation used the TDT4 corpus, collected
ble, 0.2493 and 0.2476 for NT=1 condition. from from October 2000 to January 2001 with 40 topics [10].

As noted earlier, the evaluation data includes data from The TDT2001 corpus consists of English and Mandarin doc-
both English and MT Mandarin stories. We decided to anal- uments while TDT2002 also includes documents in Arabic.
yses the tracking performance on the English and MandarinDuring the TDT2001 evaluation, the automatic story bound-
BN subsets in order to see if any systematic differencesicoul ary (auto-boundarywere provided by IBM [3].
be observed. _ Figure 2 compares th_e tracki_ng performance Eqr the TDT2001 and TDT2002 evaluation, we submitted
between English BN and MT Mandarin BN withmanual and oq,its for five evaluation conditions. Table 2 summarizes
automatic boundaries using ASR transcription. For both En- ¢ 14 cking costs for the different conditions: Nt=1, with
glish and MT Mandarin, the tracking performance withman- Agg transcriptions, automatic and manual boundaries, and
ual boundaries is better than with automatic boundaries. Th .1t (120l transcriptions and boundaries. Nt=4, with ASR
degradation with automatic story boundaries is quite $igni anseriptions, manual and automatic boundaries. Théctrac
cant, and may be due to erroneous boundaries introduced by, cost for the primary conditioniis 0.1213 for the TDT2001
automatic system. The tracking performance on the Englishg, a1,ation and 0.1656 for the TDT2002 evaluation. For the
data is better than on the MT Mandarin data. This perfor- -\ 1enge condition, the tracking cost is 0.1842 and 0.1637
mance difference can potentially be attributed to trarstat respectively for the TDT2001 and TDT2002 evaluations.
errors or to a mismaich between the training data (English) e | |\Ms) results in these evaluations are state-of-the-ar
and the test data (MT of Mandarin). Information about the TDT official tracking results is avail
Official TDT evaluation results able on the TDT webpage[14]. With the window-based story

We summarize our participationin the lasttwo TDT eval- boundary detection system for the tracking task in TDT2002,
uations. The evaluation corpora are comprised of newswirethe tracking cost for the challenge condition is comparable
(nwt) and broadcast news data, the broadcast news data werthat obtained in the TDT2001 evaluation using the IBM au-




News Audio. Ininternational Journal of Speech Technology
pages 251-268, 2001.

S. E. Robertson K Spark Jones, S. Walker. A probabilistic
model of information retrieval: development and statusAln
Technical Report of the Computer Laboratory, University of

Nt Sources | Boundaries| TDT2001| TDT2002

1 | nwt+bnman| manuat 0.1213 0.1656

1 | nwt+bnasr manual 0.1294 0.1741 (8]
1 nwt+bnasr auto 0.1797 0.2184

4 | nwt+bnasr manual 0.1415 0.1163

4 | nwt+bnasr autd 0.1842 0.1637 [9]

Table 2: TDT2001 and TDT2002 results: newswire texts and BN

ASR transcripts (nwt+bnasr), newswire texts and BN mamaalt [10]
scripts (nwt+bnman), Nt is the number of on-topic trainingries.
x IS primary condition and is challenge condition. [11]
tomatic boundaries. [12]
6. CONCLUSIONS
[13]

In this paper, we described our BN topic tracking system
evaluated in the last two TDT benchmark tests. One ma-
jor challenge is to deal with the extremely limited amount 14
of training data. Our tracking system is based on a uni-
gram tracker, which has been extended with document ex-
pansion and variable weight unsupervised adaptation tech-
niques, to deal with the limited amount of training data. A [19]
new technique of variable weight adaptation was found to
outperform a fixed weight adaptation scheme. Compared
with the baseline tracker, the system combining both tech-
nigues results the tracking cost reduced by 37% with one
training story and 28% with four training stories condition
using manual boundaries tested DT 3testdata. Window-
based boundary detection for tracking of unsegmented BN
has been developed and tested. The tracking performance of; g
the window-based segmentation is comparable that obtained
with the IBM automatic boundaries on TDT3 corpus.

[16]

[17]
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