ResearchGate

See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/229047708
On the use of speech and text corpora for speech recognition in French

Article - January 2008

CITATIONS READS

2 196

4 authors, including:

4 Martine Adda-Decker Jean-Luc Gauvain
Sorbonne Nouvelle University Computer Science Laboratory for Mechanics and Engineering Sciences
286 PUBLICATIONS 3,428 CITATIONS 316 PUBLICATIONS 12,982 CITATIONS
SEE PROFILE SEE PROFILE
= =) Lori Lamel

French National Centre for Scientific Research

423 PUBLICATIONS 14,674 CITATIONS

SEE PROFILE

All content following this page was uploaded by Lori Lamel on 22 May 2014.

The user has requested enhancement of the downloaded file.


https://www.researchgate.net/publication/229047708_On_the_use_of_speech_and_text_corpora_for_speech_recognition_in_French?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/229047708_On_the_use_of_speech_and_text_corpora_for_speech_recognition_in_French?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Martine-Adda-Decker?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Martine-Adda-Decker?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Sorbonne-Nouvelle-University?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Martine-Adda-Decker?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Jean-Luc-Gauvain?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Jean-Luc-Gauvain?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Computer-Science-Laboratory-for-Mechanics-and-Engineering-Sciences?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Jean-Luc-Gauvain?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Lori-Lamel?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Lori-Lamel?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/French-National-Centre-for-Scientific-Research?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Lori-Lamel?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Lori-Lamel?enrichId=rgreq-b842f80c24352917c9f8c922d9ef1bbf-XXX&enrichSource=Y292ZXJQYWdlOzIyOTA0NzcwODtBUzo5OTY1MDI2MjUzNjIwOEAxNDAwNzY5ODgzMDA4&el=1_x_10&_esc=publicationCoverPdf

On the use of speech and text corpora for speech recognition French

Martine Adda-Decker, Gilles Adda, Jean-Luc Gauvain, Lori Lamel

Spoken Language Processing Group
LIMSI-CNRS, BP 133, 91403 Orsay cedex, FRANCE
{madda,gadda,gauvain,larh@limsi.fr
http://ww linsi.fr/TLP

Abstract

In this contribution we investigate the importance of diffiet size text and speech corpora for speechrecognitioreimdf, measuring
the impact of the training data size on the recognition tesurid the effect of different text normalization choicesn@ared to English,
the French language has higher lexical variety, which in tmplies lower lexical coverage for fixed size lexica, an@@o language
modeling for fixed size training text corpora. Increasing $lize of training text corpus is shown to be more effectivesfoor reduction
than adding acoustic data. Experimental results indideed significant increase in training texts for language @tind should be
accompanied by an increase in vocabulary size, at leashgsalexical coverage remains a problem. The impact of xhalization
on recognition results is demonstrated by applying difietgpes of normalizations to the reference and hypothésigs. An analysis
of the word error rate is given as a function of word frequerayk. The contribution of the language model is shown to heagticular
importance to discriminate homophones in French which otibe seperated on an acoustic basis. Additional trainixigoteta should
still allow improvement of language model accuracy and keeyield better recognition results.

When increasing the system’s lexicon from 20k to 65k
words, additional text corpora are required to estimate LM
parameters. Observed gains in recognition performance are
1. Introduction then due to both improved lexical coverage and language
modeling. The use of different amounts of acoustic training

. . . . material is discussed. Recognition results are presentd a
It is generally admitted that increasing speech and text cor 9 P

. . . compared on 20k and 65k systems using test sets with and
pora for training, results in more accurate acoustic and lan

- . : . without out of vocabulary word (OOV) control.
guage models entailing reductions in the recognition erro . o - .
. I . . he impact of text normalization on recognition results is
rate. In this contribution we measure the impact of différen

size acoustic training corpora and different size textirag demonstrated by applying different types of normalizasion

. n the reference and hypothesis strings. The results show
corpora on our French large vocabulary continuous speec . D .
recognizer e link between a proper tokenization of the text material

French isknownto be aninflected language with arelativel and recognition results. Observed word error rates are re-
hiah lexical variety. When devel ing 9 hr niti ?‘fated to word frequency ranks in order to highlight the LM
gh lexical variety. en developing speech recognitions, , ik ytion during the recognition decision. These rissul

systems this proper_ty |nh|b|_tsthe_ach|evement of high-lexi underline the need for better language models.
cal coverage for a fixed lexicon size and accurate language . . e

: . oo . o . _~“Inthe next Section we provide a short description of the gen-
modeling given limited size training corpora. The lexical

: S . eral framework in which our latest French large vocabulary
variety as observed in different text sources (mainly news-__ " . .
. continuous speech recognition system has been evaluated
papers) can be partly reduced by appropriate text normal? ; : . )
S o (AUPELF project) and in which a major part of the below
ization (Adda 1997), but the need of additional text corpora . . )
o described developments have been carried out. In Section

for French language model (LM) training has been clearl

Y. .
noted (Adda-Decker 1997). A large proportion of observed3 we present the different French speech corpora used and

lexical variety corresponds to homophonesin speech,whicf,OrreSponollng recognition results. Section 4 provides a

. escription of text corpora, language models and related
can be seperated only by an appropriate language model. i, : X
. ; cognition experiments. In Section 5 the problem of text
Concerning homophones, a comparative study of French - T X
. . . normalization or tokenization is addressed with respect to
and English showed that, given a perfect phonemic tran- s : .
. . : coverage and recognition result scoring. In Section 6 the
scription, about 20% of words in English newspapers are . o
. : main error sources for French speech recognition are de-
ambiguous, whereas 75% of the words in French newspaper . ; . X
. , o .Scribed and related to either acoustic or language modeling
texts have an ambiguous phonemic transcription (Gauvain
1994). Concerning lexical coverage, the number of worde’
in French must typically be doubled in order to obtain the
same word coverage as in English for comparable news- .
paper text conditions. This difference between French and ~ 2- 1he Francophone AUPELF Project
English mainly stems from the number and gender agree-
ment in French for nouns, adjectives and past participlesA speech recognition evaluation project for French rec-
and the high number of different verbal forms for a givenognizers has been launched in 1996 by the Francophone
verb (about 40 forms in French as opposed to at most 5 il UPELFUREF organisation. Academic sites with French

English). recognition systems could participate in various evatrati

roblems.



categories on read speech fra@Mondenewspaper. The Bref2 contains a large number of speakers with about 60
different categories mainly differed by the allowed lexico sentences each.
size (20k,65k), and by the use or not of an OOV-controlledExperimental results: Using Bref80, Bref and Bref+Bref2
test set. Previous experiments in large vocabulary speeatorpora about 1800, 5500, 6100 tied-states, gender-
recognition in French have been reported in Lamel (19955ependent triphone models have been estimated respec-
and in Young (1997) using a 20k vocabulary (LREABE tively. The impact of acoustic training sizes on recogmitio
project) on test sets with a controlled OOV rate of about 2% results is illustrated in Table 1. These results were olthin
Without artificial limitation the OOV rate tends to be closer with a 65k system as described in (Adda 1997b) on the
to 5 or 6% with 20k systems. For theJRELF97 evaluation  AUPELF96 development test set (600 sentences from 20
(Dolmazon 1997) development and evaluation test 8ets speakers). An important gain is observed from Bref80 to
of 600 sentences have been selected without prior contr@ref, which can be directly related to the increased number
of the OOV rate. From thes&,’ subsets (containing about of CD models. Whereas the number of acoustic models is
300 sentences) of paragraphs minimizing OOV rates havtarger for Bref+Bref2 than for Bref, no significant differem
been selected. All results reported below are obtained oin recognition results was measured.
the development test sets. Comparisons betweand7”’
are carried out. More extensive information concerning our
AUPELF system and the results obtained can be found in | Bref80 | Bref | Bref+Bref2 |
Adda-Decker (1998), and in Adda (1997a,b,c). #sentences (training) 5.3k | 66.6k 85.9k
#CD models 1800 | 5500 6100
7T-word errorrate | 15.0% | 12.9% 12.9%
3. Speech corpora 7'-word error rate | 10.8% | 8.8% 8.8%

We briefly summarize the acoustic modeling approach o
our system, before describing the investigated speech c
pora and the results obtained.

Acoustic modeling: The recognizer makes use of con-
tinuous density HMM (CDHMM) with Gaussian mixture
for acoustic modeling. The acoustic models are sets of

context-dependent (CD), position-independent phone mod- . . - . .

els, which include both intra-word and cross-word conﬂr': |rsngvorrthf\/\{tl;nlien itr? note tl?art a f?'gr::'fi(;%ni |n2r2eoase mkthre

texts, selected automatically based on their frequenaies iI umber o a't' 9 speﬁ ers (h(|) h 0 d Ss_pe_? ers)

the training data. Each phone model is a 3-state left-thtrig eaves recognition results roughly unchanged. simiiar re-
sults could be observed on theJAELF97 evaluation set.

CDHMM with Gaussian mixture observation densities (typ- h . ; t that the adopted i del
ically 32 components). The acoustic parameters consist o-ll: ese expenments suggest that the adopted acoustic mode
aining approach has reached a limit where larger corpora

39 cepstral parameters (including first and second ordeﬁI X i
derivatives) derived from a Mel spectrum estimated on a"° longer yield better recognition resuits.
8kHz bandwidth.

The acoustic models are built in a series of steps. A first

set of models is used to segment and label the training data 4. Text corpora

using Viterbi alignment of the text transcription and a lexi

con containing one or more pronunciations per word. TheThe higher lexical variety in French as compared to English
chosen phone sequence and segmentation are then usecetdails lower lexical coverage for a given size lexicon (N
construct a set of context-independent models, with a maxwords) and poorer language modeling as long as the train-
imum of 32 Gaussians per state. Larger context-dependeirig corpus size remains limited. For statistical word-lohse
model sets can then be builtin a similar way, using new seglanguage models the needed amount of training material
mentations obtained with a previous set of acoustic modelsaturally depends on the system’s vocabulary size. Better
As contexts are selected based on their frequencies in thiecognition results are achievable only if a vocabulary in-
training data, additional training data should result in im crease is carried out jointly with a significantincreaseeixtt
proved acoustic modeling accuracy. corpora for LM training. Conversely it may be important to
Corpora description: The corpora contain read newspa- increase the lexicon size when enough LM training material
per texts fromLeMonde selected to cover a high range of is available, as long as lexical coverage remains a problem.
phonemic contexts (Lamel 1991). Three corpora have beehexical coverage: Table 2 gives OOV rates for different

Otl:able 1: Sizes of the different speech corpora for training,

fhe number of context-dependent acoustic HMM models
and word error rates on theURELF96 development set
7 (600sentences from 20 speakers) arid300 sentences
ubset with controlled OOV rate).

used in the recognition experiments reported here: values of N (ranging from 20k to 65k lexical items) mea-
Bref80: 5.3k sentences from 80 speakers, as used in theured on the APELF96 development test set. THé most
SQALE experiments. frequent words have been obtained from a training data set

Bref: 66.6k sentences from 120 speakers (Bref8Bref). (15 LeMondeyears 1987-88 (40M words)).

Bref+Bref2: 85.9k sentences from 420 speakers (Bref Corpora description: Training texts have been added to
Bref+Bref2). the data used in theLE evaluation in 1995 where only

Bref contains a relatively small number of speakers utterin 40M words fromLeMonde(years 1992-93) were available.
each a large number of sentences (close to 500), wheredsaining corpora used for theUPELF evaluation included



or a40M text subsef/). The obtained results are shown in
Table 4. The gains observed when significantly increasing
the training text material remains rather low: 9% (rela}ive
on the7 development set 600 sentences) and of 16% (rela-
_ . tive) on the7” set (300 sentence subseffofvith controlled
Table 2: OOV rates on the d&vset, fo_rword I'S_ts ranging  5ov rate). A possible conclusion here is that the low lexi-
from 20k to 65k wor(_ds. The_ word lists consist of the ) coverage prevents the LM from taking advantage from
most frequent words if training data the larger text corpus. This hypothesis is supported by the
larger gains observed for tHE’ subset where OOV rates
over 250M words. These texts come from similar but dif- are significantly smaller. When moving from a 20k to a
ferent sources: 65k system OOV rates are reduced by nearly 3% (absolute)
Le Monde a daily French newspaper, for the 7 set and almost 1% (absolute) for tfié subset,
Le Monde Diplomatiquea monthly political and cultural ranging from 1.3% to 0.5%respectively. Comparing the
newspaper, 20k-255M and 65k-255M systems the relative gain is about
Agence France Press¢he main French news agency. 40% for both7 and7" sets, consisting in roughly 9% ab-
We describe the amounts of data as used for thegAr  Solute error reduction for thg set and almost 6% for the
development experiments: 7’ subset. The important gain is due to combined improve-
LeM: 185M words fromLe Mondeyears 87-96, ments in lexical coverage and language modeling: as the
MD: 6M words fromLe Monde Diplomatiqugears 89-96, language model is based on 65k different lexical items, bet-
AFP: 64M words fron‘]Agence France Pressgears 94-96. ter advantage can be taken from the training corpus (255M
words). These results illustrate the importance of increas
Language models: Statisticaln-gram models attempt to ing the system’s vocabulary size provided there are enough
capture the syntactic and semantic constraints by estimaglata for LM training available.
ing the frequencies of sequencesroivords. A backoff
mechanism (Katz 1987) is used to smooth the estimates of

[ word list [ 20k [ 30k [ 40k [ 50k | 60k [ 65k ]
[ 7 [64]43]32]24]20]18]

the probabilities of rare n-grams by relying on a lower order ZotﬁOM 2400\/(/) z\/gegrg/o
n-gram when there is insufficient training data, and to pro- T g .
vide a means of modeling unobserved n-grams. Bigram and 20k-255M | 6.4% | 21.8%
trigram language models have been trained using different 65k-255M | 1.3% | 12.9%
combinations of the above described corpora. In Table 3 LM OO0V | Werr
the LM size for fixed cutoff values are shown as a function g+ | _20k-40M | 3.6% | 17.3%
of training corpus size. 20k-255M | 3.6% | 14.6%
65k-255M | 0.5% | 8.8%
LeM | LeM+MD | LeM+MD +AFP
#words | 185M 191 M 255 M Table 4: Recognition results obtained by 20k and 65k sys-
#bg | 11.9M 12.1M 135 M tems. 20k-40M and 20k-255M systems use LMs estimated
#tg 13.9M 14.3M 18.1M from 40M 7p data or from the 255MLeM + MD + AFP
ppX. 137.7 137.3 135.2 data respectively7 is the 600 sentencesuReLF develop-

Table 3: LM size (number of bigrams and trigrams) and
perplexity (ppx.) as a function of different training corpo
LeM, LeM +MD, LeM +MD +AFP. Bigram and trigram

cutoffs of 0 and 1 are applied respectively.

ment set;7’ corresponds to a subset of 300 sentences with
controlled OOV rate.

Looking at recognition results one can observe that many
errors are due to short term gender and number disagree-
ments (exampleelle étaienfshe wasjnstead ofklle étai).

Whereas long term agreement (exampéfemme de trente

When building N-gram language models for French, we us@ns habituéux. . . (the thirty year old woman, used to.) in-
cutoffs of 0/1, whereas in English we typically apply 1/2 stead ofhabitué¢ cannot be handled by N-gram language
cutoffs for bigram/trigram selection. Adding the AFP data modeling, short term errors should not occur with properly
yields an increase of about 10% (relative) for the number otrained N-gram models from sufficient data. An algorithmic
bigrams in the LM, whereas for trigrams a 20% (relative)solution to this problem has been investigated by interpo-
increase is observed. Cutoff values and the increase of LNgting the trigram backoff LM with a biclass LM (Jardino
size when adding training data suggest that still more dat&6). This allows for an improved LM contribution when
are necessary for accurate LM training.
Experimental results The recognition results presented interpolation formula is as follows:

hereafter are based on 20k and 65k recognition systems. For

the trigram LM has to back-off to unigrams. The applied

Pint (1) = APrg(t0) + (1= A) Py (1)

the 20k system, two different language models were trained’in«(w), Pry(w) andPy.(w) stand for probabilities on word
using either the complete 255M text set (LeM+MD+AFP) sequencev from interpolated, trigram and biclass LMs re-

spectively. An experimentally optimized value bf= 0.9

! LeM corresponds to th&} corpus for lexical coverage pre- has been fixed. Biclass-based LM interpolation allowed a
sented in section 5, + 4 months of 1996

perplexity reduction from 135 to 131 and a relative word



error reduction of 1.5% due to a reduction of some short 4.0 T

term disagreements. e ~ training TO -
Results show that for highly inflected languages like French 35 ttg'irr‘]'iﬂ% Tr? ]
coverage improvements together with a significant increase 3 training T2 ——

in training data represent the main reasons in error reduc-
tion. Further improvements can be expected by additional
data and larger vocabularies, but algorithmic solutioks ta
ing better benefit from a fixed sized training corpus are
interesting research alternatives.

% OO0V

5. Tokenization

1.0 ‘

The issue of tokenization evaluation in the natural languag Na Nb Ne

processing domain is addressed more extensively in (Habe ] .
1998), in these proceedings. The impact of tokenization'?ﬁgure 1: OOV rates on development test data for different

I~ . , .
what we usually refer to as text normalization, on lexical _norrgatllsatl_on \é%rilonﬁéal’. ]\t]b’ Ne on'To, To, T3, T train
coverage and language modeling has been extensively g9 data using word lists.

scribed in (Adda 1997a, Adda 1997c). We briefly recall here

the importance of training text corpus selection and normal o, reject the alternate forms, decided acceptable or egject
ization to optimize lexical coverage before discussing thgegyiting in a list of acceptable rewriting rules. Such fede
impact of normalization on recognition results. nitions of lexical items may significantly influence word er-
To measure lexical coverage as a function of training t€xor rates. In Table 5 recognition results using different te
corpus thd_eMondenewspaper corpus has been divided inormajizations are shown: reference and hypothesis string

different subsets (differing in size and epoch): of a given test condition are normalized as follows: startin
To : years 1987-88 (40M word®) from a standard scoring without rewriting rule§y( result)
15 : years 1994-95 (40M words) strings are then normalized by adding case-insensitivity,
1y : years 1987-95 (185M words) removing diacritics and by decompounding. Decompound-
T : years 1991-95 (105M words) ing is seen to be the most effective normalization with re-

In Figure 1 out of vocabulary (OOV) rates are given for spect to error rate reduction (3.5% relative), for the sienpl
65k word lists derived from these different subsets and foreason that the total number of words is larger and thatrror
different text normalizations. Fdr, 71 andT> subsets al-  are rarely foundin more than one of the compoundingitems.
most identical OOV rates are obtained, showing that corpuShe absolute number of errors remains globally constant,
size is not critical. To optimize coverage, text epoch isenor whereas the total number of lexical items increases. Case-
important than text size: compariffg and7; OOV ratesa insensitivity mainly concerns removing emphatic capitals
significant reduction (about 25% relative) can be observedfor example{Journal, journal} or {Ministre, ministrg)
when replacing 40M words from years 1987-88 by the samavhich are rather common in French newspaper texts, but
amount from years 1994-95. emphatic capitals are limited to a relatively small set of
The importance of proper tokenization for lexical cover-words. In (Adda 1997c) the emphatic capital normalisa-
age is also demonstrated in Figure 1. OOV word ratesion has been shown to be negligible with respect to lexical
are shown to be reduced by about 50% when going frontoverage. However concerning recognition rates a relative
raw but clean dataX{, text form) to stronger normalized error reduction of 2.5% is obtained by ignoring confusions
data (V,, N.). The N, normalized text form derives from between a word and its emphatic capitalized counterpart
N, after processing of ambiguous punctuations, capitalizegwhich are homophones). Removing diacritics which has
sentence starts, digits and acronyms. Theform differs  been shown to be important when optimizing coverage, is
from the NV, form by additional case-insensitivity, absence less effective here with only about 1% relative word errer re
of diacritics and systematic decomposition on ambiguousluction. After removing diacritic symbols, words which are
ponctuation marks. Thé/, text form has been used for all not homophones have the same orthographic form. How-
previously presented recognition experiments. ever, these were not originally prone to mutual confusion
(for example the word$accusé, accugecorrespond to the

Inthe following we discuss the dependence of speech recogthonemic formd akyze, akyp. The major reason of error
nition results on text normalization. The speech recogniti reduction here is due to one of the rare homophone word
evaluation community indirectly faced the problem of to- pairs{a, a} (in English{at, hag), both words being among
kenization for years during a so-called adjudication phasethe 20 most common words in French text corpora. The
where multiple graphemic forms of words and word se-importance of inflected form substitutions is highlighted b
guences are discussed and a decision was taken to accepé two last entries in Table 5. Root forms are obtained us-
ing the INTEX system (Silberztein 1995). More than 20%

*These were baseline resources for all partners in thesAF  relative error reduction is achieved by reducing inflected
French recognizer evaluation project. forms to their root form.

37> is significantly smaller thaf:, but contains on average
more recent data.




Word Error vs Frequency Rank Regions

normalization %Werr 45
N, form (standard) 13.62% 40 Sccurrence in Test (hy
Ny + case-insensitive 13.3% 35
N, +ci, no diacritics 13.2% 30
Ny + no compounds 13.1%
N, + no comp., ci 12.8% 25
N. (Ny + no comp., ci, nodiac.) 12.7% 20F
N, + root forms 10.3% 15
N, + root forms 9.6% 10 \
\E}>77»@'\7<\EF‘<E$
5
Table 5: Word error rates as a function of different text 0 B
normalizations applied on reference and hypotheses string 10 100 1000 10000
as produced by the recognizeWy form). The two last Frequency Rank Regions in Vocabulary
entries of the table result from reducing inflected forms to

Figure 2: Word error rates and word occurrence rates as a
function of frequency rank regions (FRRs) in the 65k system
vocabulary. Each point defines the upper limit of an FRR.

6. Error Analysis 11 FFRs have been defined and distributed logarithmically
from 1 to 65000.

A major part of observed errors can be attributed to weak

language modeling. This assertion is first supported b¥igure as a complementary information. The OOV subset
manual investigations of the recognizer's output. It can(p.459% of the data) with a 100% error rate is not represented.
also be concluded from the observed error rate reductionsor each curve the dots correspond to the upper bound of
obtained by applying different text normalizations and fi-an FFR. Figure 2 illustrates that for ranks > 5000 er-
nally from an automatic analysis of word error rates againstor rates tend to increase drastically, but only 15% of the
word frequency ranks. test are concerned, i.e. not covered by the first 5000 words
Looking at recognition errors, gender, number and tensgthe first 7 rank regions). The first FFRs contain very short
disagreements and other homophone substitutions are frgords (including many monophone homophones) which are
quently observed. About 40% of confusion errors are dugcoustically very difficult to identify. The best result®ar

to single word homophones (for the most part these ar@ptained for words in the 5th FFR (rank between 500 and
homophone gender and number agreement forms and h@200). Here words are well trained and in general polysyl-
mophone verb forms), where the LM contributionis solely |apic, which are acoustically easier to discriminate.
responsible. About 15% of the substitutions are due tQoncerning acoustics only a small part of errors can be
proper names, which are difficult to model both on LM and cjearly related to acoustic modeling reasons, like miss-
acoustic levels, as in general they are infrequent in th@ni jng schwas and liaisons in the pronunciation lexicon, syl-
texts, and foreign proper names often have a large varietigpic reduction phenomena, respirations and other noises.
of acceptable pronunciations. Progress in acoustic modeling is nonetheless important,
Word error rates are usually obtained by averaging errofy order to experiment with different weightings between
measures on a sentence by sentence basis. This allowgoystic and LM scores in the decoder.

sentence error rates to be related to LM perplexity. Sen-

tences with high error rates generally have high perplex-

ity values. To more precisely investigate how word error 7. Discussion and Perspectives

rates are related to LM accuracy, word error rates can be

measured on a word frequency basis, instead of the usuéicreasing acoustic training data from about 6k sentermes t
sentence by sentence basis. To do so, the system vocalibk sentences allows for significant reductionsin the word
lary is first partitioned intd word frequency rank regions error rate. A larger speech corpus did not further improve
]K;_1, K;], which are logarithmically distributed along the recognition rates, indicating that the acoustic modelipg a
word frequency rank axis. Each wokd, of the test set proach being used has probably reached its limits. Research
is associated its frequency rarkl, in the system’s vo- in defining new relevant acoustic unit contexts may lead to
cabulary. Ifk, € |K;_1, K;] thenw, belongs to the-  additional benefit from larger acoustic training data. The
th frequency rank region (FFR) (¥ ¢ < [). The first increase of the texttraining corpora from 40M to over 250M
FFR contains the 10 most frequent words (in training data)words allowed a significant error rate reduction. When ex-
de,la,l',le,a et les, des,d’, un which are inflected forms tending the 20k system to a 65k system recognition results
of defined and undefined articles, the conjunctiod and  are improved by 40% (relative) when moving from a 20k
preposition®f andat. OOV words are grouped in an OOV word system to a 65k word system. This may be explained
subset. Error rates can then be measured for each subsbky simultaneous improvements in lexical coverage and lan-
In Figure 2 we analyze the word error rate as a function ofguage modeling. We have shown the importance of increas-
1K;_1, K;] word frequency rank regions (FFRs). The word ing the lexicon size if LM training material is available, at
occurrence distribution of the test is provided in the samdeast as long as lexical coverage remains a problem.

root forms.



Small gains are achieved by trigram-biclass LM interpola-Dolmazon J-M et al. (1997), “ARC B1 - Organisation de
tion avoiding some erroneous short-term number and gender la 1e campagne WPELF pour I'évaluation des systemes
agreements. Taking into account morphological informa- de dictée vocale’leres JST FRANCILAvignon, April

tion as proposed by El-Béze (1990), can be an interesting 1997.

alternative to achieve better language model predictgbili £|.gaze M. (1990), “Choix d’unités appropriées et intro-
and to introduce linguistic knowledge into the statistical gyction de connaissances dans des modeles probabilistes
models for highly inflected languages. pour la reconnaissance automatique de la parole”, PhD
Recognition errors are mainly due to homophones, mostly thesis. Paris VII, November 8th 1990.

arising from gender and number disagreements. Thelmpa(éauvain J-L: L. Lamel L.: Adda G.: M. Adda-Decker M.

of text normalization (tokenization) on recognition resul . . .
. . : _ (1994), “Speaker-independent continuous speech dicta-
has been discussed. The importance of inflected form sub tion,” Speech Communicatidrs, pp. 21-37, Sept. 1994,

stitutions has been shown by reducing inflected forms to
their root forms for both the reference and the hypothesigiabert B.; Adda G.; Adda-Decker M.; Boula de Mareuil P.;
strings. More than 20% relative error reduction is achieved Ferrari S.; Ferret O.; lllouz G.; Paroubek P. (1998), “The
by such a reduction. need for tokenization evaluation”, LREC'98 Conference,
Error rates have been shown to increase drastically for less Granada.

frequent words as these words are less well represented Igardino M. (1996), “Multilingual stochastic n-gram class
both the acoustic model and the LM. Improving present LM language modelsJEEE ICASSP-96Atlanta, 1996.
techniques can be considered as a challenging research @iz, 5\, (1987), “Estimation of Probabilities from Sparse
rection for Frgnch speech recognition d_unngthe next Years  pata for the Language Model Component of a Speech
New application-related text sources will certainly comi Recognizer,1EEE Trans. ASSB5(3), 1987.

to contribute to improve recognition results in the future. )
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