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ABSTRACT
In this paper we describe the LIMSI Spoken Document Re-

trieval system used in the TREC-9 evaluation. This system com-
bines an adapted version of the LIMSI 1999 Hub-4E transcription
system for speech recognition with text-based IR methods. Com-
pared with the LIMSI TREC-8 system, this year’s system is able
to index the audio data without knowledge of the story boundaries
using a double windowing approach. The query expansion proce-
dure of the information retrieval component has been revised and
makes use of contemporaneous text sources.

Experimental results are reported in terms of mean average pre-
cision for both the TREC SDR’99 and SDR’00 queries using the
same 557h data set. The mean average precision of this year’ssys-
tem is 0.5250 for SDR’99 and 0.3706 for SDR’00 for the focus
unknown story boundary condition with a 20% word error rate.

1. INTRODUCTION

This paper describes the LIMSI broadcast news index-
ating and retrieval system developed for the TREC-9 Spo-
ken Document Retrieval track. Compared with the LIMSI
TREC-8 SDR system, both the speech transcription sys-
tem and the information retrieval component have been im-
proved. Concerning the speech recognizer, we have both
sped up the decoder and slightly reduced the word error rate.
The query expansion procedure of the information retrieval
component has been revised and the capability to index non-
segmented audio streams for the unknown story boundaries
condition has been added.

During our developement work we investigated the impact
of various system parameters on the IR results including: the
transcriber speed, the epoch of the texts used for query ex-
pansion, the query expansion term weighting strategy, the
query length, and the use of non-lexical information.

Most of the reported results here were obtained using the
TREC-8 SDR’99 conditions, i.e. the TREC-8 data collection
consisting of 557 hours of broadcast news from the period
of February through June 1998. This data includes 21750
stories and has an associated set of 50 queries.

The remainder of this paper is as follows: In the next three
sections we provide an overview of the broadcast news in-
dexation and information retrieval components, followed by
an investigation of the impact of decoding speed and the con-

sequence of the word error rate on the information retrieval
process. The subsequent two sections address query expan-
sion and the use of non-lexical information. We then de-
scribe how we addressed the unknown story boundary con-
dition and the terse query condition in this year’s evaluation.
Comparative results are given on the development queries
from SDR’99 and this year’s query set, and some conclu-
sions are made.

2. TRANSCRIPTION SYSTEM OVERVIEW

The LIMSI broadcast news transcription system [5] con-
sists of an audio partitioner [10] and a speech recognizer [11,
12]. The goal of audio partitioning is to divide the acous-
tic signal into homogeneous segments, labeling and struc-
turing the acoustic content of the data. Partitioning consists
of identifying and removing non-speech segments, and then
clustering the speech segments and assigning bandwidth and
gender labels to each segment. The result of the partitioning
process is a set of speech segments with cluster, gender and
telephone/wideband labels, which can be used to generate
metadata annotations. The partitioning approach used in the
LIMSI BN transcription system relies on an audio stream
mixture model [10]. Each component audio source, repre-
senting a speaker in a particular background and channel
condition, is modeled by a GMM. The segment boundaries
and labels are jointly identified by an iterative maximum
likelihood segmentation/clustering procedure using GMMs
and agglomerative clustering.

For each speech segment, the word recognizer determines
the sequence of words in the segment, associating start and
end times and an optional confidence measure with each
word. The speaker-independent large vocabulary, contin-
uous speech recognizer makes use of n-gram statistics for
language modeling and of continuous density HMMs with
Gaussian mixtures for acoustic modeling. Word recognition
is usually performed in three steps: 1) initial hypothesis gen-
eration, 2) word graph generation, 3) final hypothesis gen-
eration. The hypotheses are used in cluster-based acoustic
model adaptation using the MLLR technique [16] prior to
word graph generation, and all subsequent decoding passes.
The final hypothesis is generated using a 4-gram language
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model.
For all the experimental results given in this paper, the fol-

lowing training conditions were used. The acoustic models
were trained on about 150 hours of American English broad-
cast news data. The phone models are position-dependent
triphones, with about 11500 tied-states for the largest model
set. The state-tying is obtained via a divisive, decision tree
based clustering algorithm. Wideband and telephone band
sets of gender-dependent acoustic models were built using
MAP adaptation of SI seed models. Fixed language mod-
els were obtained by interpolation ofn-gram backoff lan-
guage models trained on 3 different data sets: 203 M words
of BN transcripts; 343 M words of NAB newspaper texts
and AP Wordstream texts; 1.6 M words corresponding to the
transcriptions of the acoustic training data. The interpola-
tion coefficients of these LMs were chosen so as to mini-
mize the perplexity on the Hub4 Nov98 evaluation data. The
4-gram LM contains 7M bigrams, 14M trigrams and 11M
fourgrams.

The recognition word list contains 65122 words. The
word pronunciations are based on a 48 phone set (3 of them
are used for silence, filler words, and breath noises). A pro-
nunciation graph is associated with each word so as to al-
low for alternate pronunciations, including optional phones.
Frequent inflected forms have been verified to provide more
systematic pronunciations. As done in the past, compound
words for about 300 frequent word sequences subject to re-
duced pronunciations were included in the lexicon as well as
the representation of the most frequent acronyms as words.

3. INFORMATION RETRIEVAL

The automatically generated partition and word transcrip-
tion can be used for indexation and information retrieval pur-
poses. Techniques commonly applied to automatic text in-
dexation were applied to the automatic transcriptions of the
broadcast news radio and TV documents. These classical
techniques are based on document term frequencies, where
the terms are obtained after standard text processing, such
as text normalization, tokenization, stopping, stemming and
named-entity identification.

In order to be able to apply the same IR system to dif-
ferent text data types (automatic transcriptions, closed cap-
tions, additional texts from newspapers or newswires), allof
the documents are preprocessed in a homogeneous manner.
This preprocessing, or tokenization, is the same as the text
source preparation for training the speech recognizer lan-
guage models [7], and attempts to transform the texts to be
closer to the observed American speaking style. The basic
operations include translating numbers and sums into words,
removing all the punctuation symbols, removing case dis-
tinctions and detecting acronyms and spelled names. How-
ever removing all punctuations implies that certain hyphen-
ated words such asanti-communist, non-profitare rewritten

asanti communistandnon profit. While this offers advan-
tages for speech recognition, it can lead to IR errors. To
avoid IR problems due to this type of transformation, the
output of the tokenizer (and recognizer) is checked for com-
mon prefixes, in order to rewrite a sequence of words such
asanti communistas a single word. The prefixes that are
handled includeanti, co, bi, counter. A rewrite lexicon con-
taining compound words formed with these prefixes and a
limited number of named entities (such asLos-Angeles) is
used to transform the texts. Similarly all numbers less than
one hundred are treated as a single entity (such astwenty-
seven).

In order to reduce the number of lexical items for a given
word sense, each word is translated into its stem (as defined
in [2, 21]) or, more generally, into a form that is chosen as be-
ing representative of its semantic family. The stemming lex-
icon (derived from the UMass ‘porterized’ lexicon) [2] con-
tains about 32000 entries and was constructed using Porter’s
algorithm on the most frequent words in the collection, and
then manually corrected.

Two approaches for IR were explored for SDR’99 and
this year, the first based on the popular TF�IDF weigth-
ing scheme and the second using a Markovian term weight-
ing [14, 17, 19].

For the TF�IDF approach, the score of documentd for a
query is given by the Okapi-BM25 formula[22, 23]. It is the
sum over all the termst in the query of:

cwt;d = (K + 1) � tft;dK � (1� b+ b � Ld) + tft;d � log NNt � qtft
wheretft;d is the number of occurrences of termt in docu-
mentd (i.e. term frequency in document),Nt is the number
of documents containing termt at least once,N is the total
number of documents in the collection,Ld is the length of
documentd divided by the average length of the documents
in the collection, andqtft the number of occurrences of termt in the query.

For the second approach the score of a story is obtained
by summing the query term weightsmwt;d which are the un-
igram log probabilities of the terms given the story model
once interpolated with a general English model:

mwt;d = qtft � log(�Pr(tjd) + (1� �) Pr(t)):
The text of the query may or may not include the index

terms associated with relevant documents. One way to cope
with this problem is to use query expansion based on terms
present in retrieved documents on the same (Blind Relevance
Feedback, BRF) or other (Parallel Blind Relevance Feed-
back, PBRF) data collections [24]. For SDR’99 we com-
bined the two approches in our system. For PBRF we used
6 months of commercially available broadcast news tran-
scripts from the period jun-dec 1997 [1]. This corpus con-
tains 50000 stories and 49.5 M words. For a given query, the
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terms found in the topB documents from the baseline search
are ranked by theiroffer weight[23], and the topT terms are
added to the query. Since only theT terms with best offer
weights are kept, the terms are filtered using a stop list of
144 common words, in order to increase the likelihood that
the resulting terms are relevant.

Table 1 gives the results for bothcwandmwterm weight-
ings for the SDR’99 data set. Four experimental configura-
tions are reported: baseline search (base), query expansion
using BRF (brf), query expansion with parallel BRF (pbrf)
and query expansion using both BRF and PBRF (brf+pbrf).
For BRF and PBRF, the terms are added to the query with
a weight of 1. For BRF+PBRF, the terms from each source
are added with a weight of 0.5. The results clearly demon-
strate the interest of using both BRF and PBRF expansion
techniques, as consistent improvements are obtained over the
baseline system for the two conditions (R1 and S1). BRF is
found to be more effective for both the S1 condition (the rec-
ognizer transcripts) and the R1 condition (the manual tran-
scripts).

data meth. base brf pbrf brf+pbrf
R1K tf�idf 0.4711 0.5318 0.5147 0.5487

unigram 0.4691 0.5354 0.5098 0.5430
S1K tf�idf 0.4327 0.5239 0.4919 0.5350

unigram 0.4412 0.5302 0.4943 0.5398

Table 1: Comparison of IR results on the SDR’99 data set us-
ing both Okapi and Markovian term weightings (b=0.86,K=1.1,B=15, T=10, �=0.5). R1: reference transcript. S1: automatic
speech transcription. K: known story boundary condition.

The two IR approaches are seen to yield comparable re-
sults [13]. Only small differences in information retrieval
performance as given by the mean average precision were
observed for automatic and manual transcriptions when the
story boundaries are known.

4. DECODING SPEED

Processing time is an important factor in making a speech
transcription system viable for automatic indexation of radio
and television broadcasts. When only concerned by the word
error rate, it is common to design systems that run in 100
times real-time or more. Although it is usually assumed that
processing time is not a major issue since computer power
has been increasing continuously, it is also known that the
amount of data appearing on information channels is increas-
ing very rapidly. Therefore processing time is an important
factor in making a speech transcription system viable for au-
dio data mining and other related applications. Constraints
on the computational resources led us to reconsider some of
the system design issues, particularly those concerning the
acoustic models and the decoding strategy. We investigated
the design of a system which performs well with computa-

tional resources in the range 1 to 10xRT on commonly avail-
able platforms. A new decoder was implemented with which
broadcast data can be transcribed in few times real-time with
only a slight increase in word error rate when compared to
our best system.

A 4-gram single pass dynamic network decoder has been
developed. It is a time-synchronous Viterbi decoder with dy-
namic expansion of LM state conditioned lexical trees [3, 18,
20] with acoustic and language model lookaheads. The de-
coder can handle position-dependent, cross-word triphones
and lexicons with contextual pronunciations. It makes use
of various pruning techniques to reduce the search space
and computation time, including three HMM-state pruning
beams and fast Gaussian likelihoodcomputations. It can also
generate word graphs and rescore them with different acous-
tic and language models. Faster than real-time decoding can
be obtained using this decoder with a word error under 30%,
running in less than 100 Mb of memory on widely available
platforms such Pentium III or Alpha machines.

The decoder by itself does not solve by itself the prob-
lem of reducing the recognition time as proper models have
to be used in order to optimize the recognizer accuracy at a
given decoding speed. In general, better models have more
parameters, and therefore require more computation. How-
ever, since the models are more accurate, it is often possible
to use a tighter pruning level (thus reducing the computa-
tional load) without any loss in accuracy. Thus, limitations
on the available computational resources affect the design
of the acoustic and language models. For each operating
point, the right balance between model complexity and prun-
ing level must be found.

In order to assess the effect of the recognition time on the
information retrieval results we transcribed the 557 hoursof
broadcast news data (the TREC SDR’99 data set – epoch
Feb98 to Jun98) using two decoder configurations: a single
pass 1.4xRT system and a three pass 10xRT system. The
SDR’99 test data consists of 21750 stories and an associ-
ated set of 50 queries with on average 14 words. Although
story boundaries are available, this information is not used
by the speech recognizer. The information retrieval results
are given in term of mean average precison (MAP), as is
done for the TREC benchmarks. Word error rates are mea-
sured on a 10h test subset [6]. For comparison, results are
also given for manually produced closed captions. In order
for the same IR system to be applied to different text data
types (automatic transcriptions, closed captions, additional
texts from newspapers or newswires), all of the documents
are preprocessed in a homogeneous manner. This prepro-
cessing, or tokenization, is the same as the text source prepa-
ration for training the speech recognizer language models.

Table 2 gives the word error rates and IR results for the
three sets of transcriptions with and without query expan-
sion. Query expansion uses blind relevance feedback (BRF)
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Transcriptions Werr Base BRF
Closed-captions - 0.4691 0.5430
10xRT 20.5% 0.4528 0.5385
1.4xRT 32.6% 0.4090 0.4938

Table 2: Impact of the word error rate on the mean average preci-
sion using the SDR’99 conditions using a 1-gram document model.

pbrf ’99 brf+pbrf ’99 pbrf ’00
0.5017 0.5397 0.5956

Table 3: Comparison of query expansion schemes on the SDR’99
data with known story boundaries.

on both the audio document collection and some commer-
cially available broadcast news transcripts predating theau-
dio corpus (Jun-Dec 1997 vs Feb-Jun 1998). With query ex-
pansion comparable IR results are obtained using the closed
captions and the 10xRT transcriptions, and a small degrada-
tion (4% absolute) is observed using the 1.4xRT transcrip-
tions.

5. QUERY EXPANSION
In our SDR’99 system query expansion was done by

adding terms present in retrieved documents on the same
data collection and in an independent set of texts. For PBRF
we made use of 6 months of commercially available broad-
cast news transcripts for covering the period of June through
December 1997 [1] (50000 stories and 49.5 M words). How-
ever, the SDR’00 specifications (as well as the SDR’99 spec-
ifications) allow us to use texts (except for BN transcripts)
covering exactly the same epoch of the audio data. There-
fore this year we implemeted PBRF using 3 sources of con-
temporary newspaper data: the New York Times, the Los
Angeles Times and the Washington Post. The parallel cor-
pus conatined a total of 42 M words and 78 K documents
between Jan98 and Jun98. Experiments with these texts on
the SDR’99 show that PBRF using contemporary texts offers
a significant performance gain compared with a PBRF using
texts predating the audio data. In fact we found that we no
longer needed to combine both BRF and PBRF, since PRBF
with the new texts gave comparable benefits.

This year we also changed the term weighting used with
query expansion, using a weight proportional to theoffer
weightas defined in [23, 15]. This approach allowed us to
significantly increase the number of expansion terms, going
from 10 terms with the previous approach to 25 terms with
the term weighting. The sum of the weights for the expan-
sion terms is set to the number of added terms, i.e., 25. Ta-
ble 3 shows the combined improvment obtained with the new
query expansion scheme on the SDR’99 data. These results
were obtained using the Okapi term weighting with a param-
eter setting (b=0.7, K=1.2) and a slighlty different stemmer
from that used for the results reporter earlier in this paper.
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Figure 1: Histogram of the number of speaker turns per section in
the 1997 Hub-4 data set.

6. NON-LEXICAL INFORMATION

The broadcast news transcription system also provides
non-lexical information along with the word transcription.
This information is available in the partition of the audio
track, which identifies speaker turns. We investigated the
use of automatically detected speaker changes for locating
document boundaries. Statistics were made on the 1997 En-
glish Hub-4 training data set, which consists of about 100
hours of radio and television broadcast news with manual
transcription and speaker identification. On this set, 2096
sections were manually marked as report sections and used
as documents for the SDR’98 evaluation. Among them,
817 sections (about 40%) start without a manually annotated
speaker change. This means that using only speaker change
information for detecting document boundaries would result
in 40% missed boundaries. This figure would likely increase
with the use of automatically detected speaker changes. At
the same time, 11,160 of the total of 12,439 speaker turns
occur in the middle of a document, which gives almost a
90% false alarm rate. A more detailed analysis shows that
about 50% of the sections involve a single speaker, but that
the distribution of the number of speaker turns per section
falls off very gradually from 2 to 20 speakers (cf. Figure 1).
False alarms are not as harmful as missed detections, since it
is possible to merge adjacent turns into a single document in
subsequent processing. However these results show clearly
that even perfect speaker turn boundaries cannot be used as
the primary cue for locating document boundaries. They can
be used to refine the placement of a document boundary lo-
cated near a speaker change.

Besides speaker turns, changes in the background acoustic
conditions can be detected by the audio partitioner and can
be considered as indicators of story boundaries. We did not
investigate this because the background conditions were not
manually marked in the 1997 English Hub-4 corpus.

We investigated using simple statistics on the durations of
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Figure 2: Distribution of document durations in the Hub4’97 and
SDR’00 data sets.

the documents in the SDR’98 data set. A histogram of the
2096 sections is shown in Figure 2. One third of the sections
are shorter than 30 seconds. The histogram has a sharp peak
around 20 seconds, and a smaller, flat peak around 2 minutes,
resulting in a bimodal distribution of document length. Very
short documents are typical of headlines which are uttered
by single speaker, whereas longer documents are more likely
to contain data from multiple talkers. This distribution led
us to consider using a multi-scale segmentation of the audio
stream into documents. Similar statistics were measured on
the SDR’99 data using the known document boundaries. The
distribution, shown in lower part of Figure 2 is quite similar
to that of the SDR’98 data, with an additional, small peak at
60 seconds.

7. UNKNOWN STORY BOUNDARY
CONDITION

As proposed in [9], we first segmented the audio stream
into overlapping documents of a fixed duration. As a result
of optimization using the TREC-8 SDR queries, we chose a
30 second window duration with a 15 second overlap. Since
there are many stories significantly shorter than 30s in broad-

cast shows (see Figure 2) we conjunctured that it may be of
interest to use a double windowing system in order to better
target short stories. The window size of the smaller window
was selected to be 10 seconds. So for each query, we inde-
pendently retrieved two sets of 2700 documents, one set for
each window size. Then for each document set, document
recombination is done by merging overlapping documents
until no further merges are possible. The score of a com-
bined document is set to maximum score of any one of the
components. For each document derived from the 30s win-
dows, we produce a time stamp located at the center point
of the document. However, if any smaller documents are
embedded in this document, we take the center of the best
scoring document. This way we try to take avantage of both
window sizes. The MAP using a single 30s window and the
double windosing strategy are shown in Table 4.

Mode 30s 30s + 10s
baseline 0.3673 0.3791
PBRF 0.5001 0.5260

Table 4: Unkown story boundary condition development results on
SDR’99 data.

8. TERSE QUERIES

A new component of this year’s evaluation was the use of
terse queries for indexation. Since terse forms of the 1999
queries were not available, we generated a set for use in sys-
tem development. These were generated based on the in-
structions given to the assessors that developed the SDR’00
short and terse queries.1 Different group members used
these general instructions to independently generate terse
versions of the SDR’99 queries. These were then compiled
and a single form was selected. The resulting SDR’99 terse
queries contain on average 3.3 words per query to be com-
pared to 13.7 words for the regular “short” queries.

We carried out retrieval experiments with these terse
queries using the system parameter values tuned for the short
queries. The retrieval results are given on Table 5 for both
the known and unknown story boundary conditions on the
SDR’99 data. We can see that there is only about a 1% abso-
lute reduction of the mean average precision when the short
queries are replaced by the terse queries. Given this small
degradation we did not try to modify our system to better
optimize performance on the terse queries.

9. RESULTS

Retrieval results for the SDR’00 evaluation system are
given in Tables 6 and 7 for both SDR’99 and SDR’00
queries. It is clear from these results that the system behavoir
is quite different on the two query sets. First the SDR’001Although no specific written guidelines were available, John Garofolo
kindly described the instructions given to the assessors.
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Mode short queries terse queries
R1K 0.5975 0.5852
S1K 0.5956 0.5795
S1U 0.5260 0.5147

Table 5: Retrieval results with short and terse queries on the
SDR’99 data. R1: reference transcript. S1: automatic speech tran-
scription. K: known story boundary condition. U: unknown story
boundary condition.

queries appear to be significantly more difficult, with a 25%
relative reduction in the mean average precision compared to
the SDR’99 queries. Second, we get significantly better re-
sults with the terse queries than with the short queries, while
we observed a slight loss on our SDR’99 terse queries. The
average length of the SDR’00 terse queries (3.0) is not sig-
nificantly different from the average length of our SDR’00
terse queries (3.3), but there is a substantial difference in the
number of new words compared to the short queries. The
SDR’00 terse queries introduce 54 new words with 85 words
in common the the SDR’00 short queries, whereas we had
only 17 new words in our SDR’99 terse queries with 181
words in common. These numbers show that our SDR’99
terse queries were essentially shorter versions of the corre-
sponding short query, whereas the SDR’00 terse queries ap-
pear to be a reformulation of the SDR’00 short queries.

Mode Queries’99 Queries’00
short terse short terse

R1K 0.5975 0.5852 0.4636 0.5132
S1K 0.5956 0.5795 0.4327 0.4812

Table 6: Retrieval results on SDR’99 and SDR’00 data with known
story boundaries. R1: reference transcript. S1: automaticspeech
transcription. K: known story boundary condition.

Mode Queries’99 Queries’00
short terse short terse

R1U 0.5233 - 0.4027 0.4283
B1U 0.5034 - 0.3712 0.3922
S1U 0.5260 0.5147 0.3706 0.3982

Table 7: Retrieval results on SDR’99 and SDR’00 data with un-
known story boundaries. R1: reference transcript. B1: baseline
automatic speech transcription. S1: automatic speech transcription.
U: unknown story boundary condition.

10. CONCLUSION
In this paper we have described the LIMSI TREC-9 spo-

ken document retrieval system. This system is based on the
1999 LIMSI system, with a few substantial modifications.
First, the decoder of the speech recognizer has been replaced
by a new, faster decoder able to transcribes broadcast data in
several (6 to 10) times real-time with only a slight increasein

word error rate when compared to our best system and with
a word error of about 30% for essentially real-time decod-
ing. Second, the query expansion procedure of the informa-
tion retrieval component has been revised and makes use of
contemporaneous text sources. Thirdly, a double window-
ing approach has been developed to localize stories for the
unknown boundary condition.

The experimental results show that only a moderate IR
performance degradation is obtained in spoken document re-
trieval with a close to real-time system, and that generally
speaking, the transcription quality of our system is not a lim-
iting factor given todays IR techniques.
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