
The LIMSI RailTel System:Field trial of a Telephone Service for Rail Travel Information�L.F. Lamel, S.K. Bennacef, S. Rosset, L. Devillers, S. Foukia, J.J. Gangolf, J.L. GauvainSpoken Language Processing GroupLIMSI-CNRS91403 Orsay, FRANCElamel@limsi.frJuly 1, 1997Revised paper for Speech Communication (IVTTA'96)Keywords: spoken language systems, speech recognition, speech understanding, naturallanguage understanding, information retrieval dialogNumber of pages: 205 tables10 �gures AbstractThis paper describes the RailTel system developed at LIMSI to provide vocal accessto static train timetable information in French, and a �eld trial carried out to assessthe technical adequacy of available speech technology for interactive services. The datacollection system used to carry out the �eld trials is based on the LIMSI Mask spokenlanguage system and runs on a Unix workstation with a high quality telephone interface.The spoken language system allows a mixed-initiative dialog where the user can provideany information at any point in time. Experienced users are thus able to provide allthe information needed for database access in a single sentence, whereas less experiencedusers tend to provide shorter responses, allowing the system to guide them. The Rail-Tel �eld trial was carried out using a common methodology de�ned by the consortium.100 naive subjects participated in the �eld trials, each calling the system one time andcompleting a user questionnaire. 72% of the callers successfully completed their scenario.The subjective assessment of the prototype was for the most part favorable, with subjectsexpressing an interest in using such a service.Cet article d�ecrit le syst�eme RailTel d�evelopp�e au LIMSI, destin�e �a l'acc�es vocal enFran�cais aux horaires des trains de la SNCF et permettant d'�evaluer l'ad�equation destechniques vocales pour les services interactifs. Le syst�eme utilis�e pour le recueil de�This work was partially �nanced by the LE MLAP project 63-022 RailTel.1



corpus des tests a �et�e d�evelopp�e �a partir du syst�eme Mask du LIMSI. Il fonctionnesur une station Unix avec une interface t�el�ephonique de haute qualit�e. Le syst�eme o�reun dialogue �a initiative partag�ee o�u l'utilisateur peut fournir les informations �a toutinstant. Les utilisateurs exp�eriment�es peuvent fournir toutes les informations en uneseule phrase, tandis que les utilisateurs moins exp�eriment�es ont tendance �a donner decourtes r�eponses laisant le syst�eme les guider. Les tests de RailTel ont �et�e e�ectu�esselon une m�ethodologie commune d�e�nie par le consortium. 100 sujets na��fs ont particip�eaux tests, chacun a appel�e le syst�eme une seule fois et rempli un questionnaire. 72% dessujets ont achev�e leurs sc�enarios avec succ�es. L'�evaluation subjective du prototype �etaiten majorit�e favorable, avec un int�erêt d'utiliser un tel service.In dem vorliegenden Beitrag beschreiben wir das am LIMSI entwickelte RailTel Sys-tem. Es erm�oglicht, telefonisch Zugfahrplanausk�unfte in Franz�osisch zu erfragen. ImRahmen der Systementwicklung wurden Experimente durchgef�uhrt, um den technischenStand heutiger Sprachtechnologien f�ur interaktive Dienste zu bewerten. Zum Zweck derDatensammlung wurde das am LIMSI entwickelte SprachverarbeitungssystemMask ver-wendet. Es arbeitet auf einer UNIX Station unter Benutzung einer Telefonschnittstellevon gehobener Qualit�at. Die Dialogstrategie ist gemischt und erlaubt dem Benutzer, jed-erzeit zus�atzliche Informationen zu liefern. Erfahrene Benutzer sind daher in der Lage,s�amtliche Ausk�unfte, die f�ur den Datenbankzugri� notwendig sind, in einem einzelnenSatz zusammenzufassen. Unerfahrene Anwender neigen hingegen eher dazu, kurz zuantworten und k�onnen somit vom System angeleitet werden. Eine gemeinsame Vorge-hensweise bei den RailTel Experimenten wurde im Vorfeld vom Konsortium de�niert.100 unerfahrene Benutzer nahmen an den Experimenten teil, bei denen jeder von ihnendas System einmal anw�ahlte und im Anschlu� einen Fragebogen ausf�ullte. 72 % der Teil-nehmer schlossen ihr Szenario erfolgreich ab. Die subjektive Bewertung des Prototyps�el in den meisten F�allen positiv aus, die Benutzer zeigten mit anderen Worten Interesse,einen derartigen Service auch in Anspruch zu nehmen.1 IntroductionIn this paper we describe the spoken language system developed at LIMSI as part of the LE-MLAP project \Railway Telephone Information Service" (RailTel), and a �eld trial carriedout with the system. The goal of the RailTel) project was to assess the technical adequacyof available speech technology for interactive telephone services, in particular, for vocal accessto rail travel information. Telephone information services require that all interaction withthe user is vocal, making oral dialog management and response generation very importantaspects of the system design and usability.The RailTel system1 is largely based on the spoken language system developed for theEsprit Mask project (Gauvain et al., 1995a,b), and allows users to obtain information takenfrom the French Railways (SNCF) static timetables and limited additional information aboutservices o�ered on the trains, fares and fare-related restrictions and reductions. The systemis composed of a speech recognizer, and natural language understanding, dialog managementand response generation components. The speech recognizer transforms the input signal intothe most probable word sequence and forwards it to the natural language understanding com-ponent, which carries out a caseframe analysis and generates a semantic frame representation.The dialog manager prompts the user to supply any missing information needed for databaseaccess and then generates a database query. The retrieved information is transformed into a1The continuation of this work is being partially �nanced by the LE-3 project 4229 Arise.2



natural language response by the response generator (taking into account the dialog context)and vocal feedback is provided to the user. To ensure high quality speech output, synthesisby waveform concatenation is used, where dictionary units are put together according to thegenerated text string.The system runs on a Unix workstation with a telephone interface which can handle upto 4 telephone lines. The LIMSI prototype service for the French language was developedover the summer of 1995, and demonstrated at the Eurospeech'95 conference. This systemwas used to collect telephone data (about 4000 queries) which were used to construct newacoustic and language models for the speech recognizer. This prototype service was used tocarry out a �eld trial with 100 naive users during the fall of 1995, according to the commonprotocol designed for the project. Similar �eld trials were carried out by our Italian partners(Billi et al., 1996) and British partners with their prototype systems.In this paper we provide an overview of the RailTel spoken language system, describingthe technology used in each system component. Being of particular importance in telephone-based services, we devote sections to dialog management and natural language responsegeneration. Sections 7 and 8 describe the �eld trial and provides results using objectiveand subjective evaluation measures. The 100 dialogs were analysed to determine the sourcesof errors (speech recognition, understanding, information retreival, or dialog management).Finally we conclude with some comments on the �eld trials and the continuation of thisresearch in the context of the Arise project.2 The RailTel Prototype SystemAn overview of the spoken language system for information retrieval (Lamel et al., 1995b)is shown in Figure 1. The main components are the speech recognizer, the natural languagecomponent which includes the semantic analyzer and the dialog manager, and the componentsfor information retrieval and response generation. While our aim is to develop underlyingtechnology that is speaker, task and language-independent, any spoken language system willnecessarily have some dependence of the chosen task and on the languages known to thesystem (Lamel et al., 1995a). The spoken query is decoded by a speaker independent, con-tinuous speech recognizer (Gauvain et al., 1994a), whose output is then passed to the naturallanguage component. In our current implementation the output of the speech recognizer isthe best word sequence, however, the recognizer is also able to provide a word lattice. Thesemantic analyzer carries out a caseframe analysis to determine the meaning of the query,and builds an appropriate semantic frame representation (Bennacef et al., 1994). The dialoghistory and default values derived from the task knowledge are used to complete the semanticframe. If the semantic frame is incomplete with respect to information required for databaseaccess, the dialog manager prompts the user to supply missing information. When all therequired information is available, a database query is generated, accessing a static version ofthe train information database (Riho). The returned information is converted into a naturallanguage response by the response generator and played to the user.3 Speech UnderstandingThere are three stages in the speech understanding component which transforms the acousticsignal into a semantic-pragmatic representation: speech recognition, literal understanding3



AcousticModels LanguageModels CaseframeGrammar DialogHistory DBMS(Riho)RulesSpeechRecognizer SemanticAnalyzer DialogManager InformationRetrievalResponseGeneratorSpeechGeneratorDictionaryof Unitsx wordstring semanticframe completesemanticframeDB info SQL querytextoutputspeech outputFigure 1: Overview of the RailTel data collection system for spoken language informationretrieval. (x is the input speech signal.)and contextual understanding.3.1 Speech RecognitionThe speech recognizer is a medium vocabulary, speaker-independent, continuous speech rec-ognizer (Gauvain et al., 1996). It is a software-only system (written in ANSI C) that runsin real-time on a standard Risc processor. The recognizer uses continuous density HMMwith Gaussian mixture for acoustic modeling (Gauvain et al., 1994b; Adda et al., 1997) andn-gram backo� language models (Katz, 1987). The feature vector contains 12 MFCC cep-stral coe�cients computed on the 0.3-4kHz telephone band and their �rst and second orderderivatives (Gauvain et al., 1995). The n-gram statistics are estimated on the transcriptionsof queries in the training data and from data recorded with the Mask system. Since theamount of language model training data is small, some grammatical classes (such as cities,days, months, etc) are used to provide more robust estimates of the n-gram probabilities.The current RailTel recognition vocabulary contains about 1500 words, including the 600station/city names speci�ed by the SNCF. The recognition vocabulary used in the �eld trialcontained 800 words and included 58 station names.3.2 Literal UnderstandingAfter recognition, each utterance is analysed using a caseframe grammar (Fillmore, 1968;Bruce, 1975; Bennacef et al., 1994), in order to build one or several semantic frames whichare saved in a graph. In the caseframe analysis, keywords are used to select an appropriatecase structure for the query without attempting to carry out a complete syntactic analysis. Arestricted local syntax is used to provide additional constraints in interpreting numbers whichare used frequently in this task occurring in dates, times, and train numbers. The caseframeparser has been implemented in C++. The caseframe grammar is described in a declarative�le so as to be able to easily modify the cases. The concepts for the RailTel task, shownin Figure 2, are train-time, fare, change, type, reserve, service and reduction. These4



Semantic category Exampletrain-time Quels sont les horaires des trains allant de Paris �a Lyon ?What are the times of trains from Paris to Lyon ?fare Quel est le prix du billet ?How much is the ticket ?change Quels sont les changements ?What are the connections ?type Quel est le type du train qui arrive �a 20 heures 5 ?What type of train is the one arriving at 20:05 ?reserve Je veux r�eserver une place dans le train de 8 heures 10.I want to reserve a seat on the 8:10 train.service Quelles sont les prestations o�ertes dans ces trains ?What services are available on these trains ?reduction Qu'est-ce qu'un billet Jocker ?What is a reduction Jocker ?Figure 2: RailTel concepts.Je veux aller de Paris �a Marseille demain matin vers 10h en passant par Lyon.(I would like to go from Paris to Marseille via Lyon around 10 tomorrow morning.)<train-time>from: paristo: marseillestop: lyonrelative-day: demain (tomorrow)morning-afternoon: matin (morning)relative-departure-time: vers (around)departure-hour: 10Figure 3: Example query and semantic frame after literal understanding.concepts were determined by analyzing the queries in the training corpus to augment thea priori task knowledge. While in the RailTel �eld trials only a subset of these conceptswere directly used (train-time and change), subjects solved additional scenarios to test theother system capabilities. After literal understanding the resulting semantic frame containsa set of slots instantiated by the meaningful words of the utterance (Bennacef et al., 1996).An example query and semantic frame are shown in Figure 3.3.3 Contextual UnderstandingContextual understanding consists of interpretating the utterance in the context of the on-going dialog, taking into account common sense and task domain knowledge. The semanticframes resulting from literal understanding are reinterpreted using default value rules andqualitative values are transformed into quantitative ones.5



Default value rules supply default values not speci�ed by the user. For example, if thedeparture month was not speci�ed \I would like to go on the 6th", the current month is takenby default (or the next month if the 6th has already past).Interpretative rules transform imprecise values given by the user into appropriate onesused by the system. For example, the utterance \I want to leave this morning" is understoodas \I want to leave between 6 am and 12 noon today".Semantic frames corresponding to the current utterance are then completed using thedialog history in order to take into account all the information previously given by theuser: departure and arrival cities, date of travel, etc..., as well as the questions posed by thesystem. These questions are saved as part of dialog history, the generation history. Thegeneration history enables the system to avoid repeating itself and to interpret the user'sresponses to system initiatives so as to resolve certain ellipses. For example, without thedialog context a city name can be ambiguous. The generation history is used to obtain thecorrect interpretation.4 Speech SynthesisSince the average user of a telephone information service cannot be expected to be familiarwith synthetic speech, nor to be tolerant of poor quality output, the vocal response mustbe very natural and highly intelligible. We use an approach combining simple playback ofpre-recorded messages for �xed responses with synthesis by concatenation of pre-recordedunits for variable responses. In order to limit the monotony of the system, we select amongseveral formulations of each response. For variable responses, synthesis is performed byconcatenation of the dictionary units (Lamel et al., 1993) according to the text string providedby the message generator. There are about 2000 variable-sized units which are stored in adictionary. The units correspond to short carrier phrases and individual words for city names,dates, times, numbers, etc. In order to ensure natural prosody, all units are recorded incomplete sentences, and unit boundaries are located by automatically aligning the text withthe acoustic signal. Each text entry in the dictionary may be associated with several signals,so as to be able to generate di�erent contextual variants. The sequence of speech units fora given text are selected from the stored entries using dynamic programming to optimizethe overall quality of the synthesized message, taking into account the phonetic and/or wordcontext, the pitch of successive units, and punctuation markers.5 Dialog ManagementThe dialog manager ensures the smooth interface between the user and the computer. Thedialog manager maintains the dialog history used in contextual understanding to completethe semantic frame. A mixed-initiative dialog strategy is used where the user is free toask any question at any time. The system will prompt the user for information needed fordatabase access, however, the user is free to supply additional or di�erent information thanwas requested by the system.The completed semantic frame is used to generate an SQL-like request to the databasemanagement system, Riho. Interpretative and history management rules are applied priorto generation of the DBMS request, and post-processing rules are used to interpret the6



returned information before presentation to the user. For example, in order to provide amore cooperative dialogue, the system relaxes constraints on the departure time when notrain is found corresponding to the user's request. In this case the system will return theclosest train(s) to the speci�ed time.Since there is no visual support in the telephone communication, response generationplays an important role in the overall system. Response generation is complex because if toomuch information is given, it may be di�cult for the user to extract the important part. Incontrast, if not enough information is returned, the interaction will take longer, as the userwill need to ask for more detailed or additional information. The system responses depend onthe dialog context and on the information returned from the database management system.Careful attention has been paid to construct texts containing the appropriate informationand to generate natural sounding utterances (Bennacef et al., 1996).5.1 Dialog StructureThe information retrieval dialog is divided in three phases (Bennacef et al., 1995;1996): the<opening formality>, the main<information exchange> and the<closing formality>.Each dialog is structured into a hierarchy of sub-dialogs with a particular functional value.This value may concern the task to be accomplished, the dialog itself, or the metadialog.Subdialogs concerning the task are application-dependent, in so far as the information ex-changed includes values directly related to the task. The metadialog corresponds to the partsof discourse which do not directly concern the information enquiries, but concern the waycommunication is handled.S: Welcome to RailTel... <opening>U: I would to go to Marseille tomorrow <information exchange>S: What is your departure city? < precision >U: Lyon, around 8 in the morningS: There is a train from Lyon to Marseille at 8:35 am tomorrowU: Thank you, goodbye <closing>S: GoodbyeWe have combined formal grammars with the theory of speech acts in order to formalizethe dialog structure. The dialog is modeled with a set of rules (Bennacef et al., 1995), wherethe grammar non-terminals correspond to subdialogs, and terminals correspond to dialog acts.Some example rules for initiating di�erent subdialogs are given below. Each rule generates adialog act which controls the opening, closing and message generation of the subdialog.Opening subdialog: The system initializes the dialog with a welcome message and anintroductory prompt. If the user responds with a greeting, the system asks a speci�c question(\what information do you need?") to guide the user via a restart subdialog.Precision subdialog: If the semantic frame is incomplete with respect to the informationrequired for database access, the system asks the user to supply the needed information.Explanation subdialog: If the user does not respond to a system request for informa-tion, but instead asks for an explanation (\what is a youth fare?"), an explanation subdialogis initiated.Reformulation subdialog: If the semantic analyser is unable to build a semantic frame,the dialog manager asks the user to repeat the previous request with a reformulation message7



(\I am sorry, I have not understood, can you please repeat that?").Con�rmation subdialog: If an incoherency is detected in the semantic frame, the dialogmanager attempts to resolve the problem. For example, if someone says (or the system hasunderstood) \I want to go from Paris to Paris" the system informs the user that the departureand arrival cities are the same, and asks the user �rst for the departure city and then for thearrival city.Closing subdialog: When the user closes the dialog with a politeness form, the systemresponds by thanking the user for having used the service.Metadialog: In telephone-based dialog, messages are important to keep the user in-formed and online. For example, if the database access time is long, a hold-on sub-dialoggenerates the message (\Hold-on please, we are trying to satisfy your request") to inform theuser that they need to wait.5.2 Dialog StrategiesThe spoken language system uses a mixed-initiative dialog strategy, where the user is allowedto ask any question, at any time. However, in order to aid the user, the system promptsthe user for any missing information needed for database access. Experienced users are thusable to provide all the information needed for database access in a single sentence, whereasless experienced users tend to make shorter requests, allowing the system to guide them.Example dialogs solving the �rst scenario in Figure 5 are given in Figure 4.System Opening greetingExpert I'd like to know the time of a direct train to Lille,leaving Parisaround 10am on March 14th.System Opening greetingNovice I would like to go to Lille.System What city are you leaving from?Novice I'm leaving from Paris.System What date do you wish to travel?Novice March 14th.System What time of day do you want to leave?Novice Oh, I guess around 10.Figure 4: Example dialogs for expert and novice users solving scenario A in Figure 5.Another strategy of the system is to never give a negative response to the user, unless theinformation is really not available. To do so the system relaxes the constraints provided bythe user in order to propose a solution. For example, if the time period speci�ed by the useris too restricted, the system suggests the closest train to the speci�ed departure or arrivaltime.Another important issue is management of the dialog history. This requires adding andremoving information from the history as a function of the user's response and the result ofdatabase access. A set of rules determine which constraints previously speci�ed by the user8



should be forgotten when, so as to provide a natural and 
exible dialog. The main idea isto attach to each constraint a set of other constraints, i.e. functional dependencies. Eachtime the user modi�es a constraint, all dependent constraints are removed from history. Forexample, if the user changes the departure-city, the system removes all linked constraints inthe history such as the arrival-city, departure-time, etc..., except for the departure-day. If theuser explicitly changes his request, by asking for example about all trains, the system forgetsall previously speci�ed information, with the exception of the departure and arrival cities,and the date of travel.6 Message GenerationIn contrast to the Mask kiosk where di�erent media are used to return information to theuser, the only possibility is to return information orally. We try to generate responses whichprovide the essential information in a concise, easily understood form. The generation historyis used to avoid repeating information already returned to the user. There are risks of boringthe user by repetition and confusing the user if not enough information is given.Di�erent types of responses can be generated according to the dialog structure: systempresentations, prompts (hold-on sub-dialog), restarts, requests for speci�c information (pre-cision sub-dialog), responses, reformulations, con�rmations and domain explanations. Theresponse generator is based on a formal grammar, where non-terminals are conditioned bythe dialog context. At each user dialog act, the response generator builds a sentence, �llinggaps from the content of the current semantic frame, the dialog history and the DBMS re-sponse. Careful attention has been paid to construct natural sounding sentences that containthe appropriate contextual information. When possible, the information is summarized in asingle sentence.The top level grammar rules for interaction with the user are:� If there are more than 10 possible trains, inform the user of this and ask for additionalinformation about the time period to further limit the number of possibilities.� If there are between 4 and 10 trains, tell the user the number of trains, giving thedeparture time and type (or fare) for the �rst and last trains. Ask the user to providea more precise departure time.� If there are 3 or fewer trains, return the departure time, type (and optionally fare) foreach train.� To obtain more information, such as the train number, changes or services, the usermust select a single train.7 Field Trial MethodologyIn this section we summarize the �eld trial carried out for the RailTel project (Lamel et al.,1996). The methodology was jointly de�ned by the partners and used to evaluate the threeprototype systems (RailTel, 1995a). The methodology speci�ed the number of subjects, thescenarios types, and the objective and subjective performance measures.The LIMSI RailTel information system was accessible 24 hours a day via a toll-freenumber, with a single telephone line. For legal reasons a recorded message was presented at9



the start of each call, informing the caller that their voice would be recorded for the purposesof research and development, and that if they did not agree to be recorded, they shouldhangup.Scenario AVous recherchez un train au d�epart de [ville A] et �a destination de [ville B], [date] �a[heure].(You want to �nd out the departure time of a train from [city A] to [city B], on[date] at [time].)Ex. Vous recherchez un train direct de Paris �a Lille, le 14 mars, partant �a 9 h.(You want totake a direct train from Paris to Lille on March 14th leaving at 9 am.)Note that city A and city B must be connected by a direct train. The time and date oftravel are speci�ed.Scenario BTrouvez l'heure d'arriv�e d'un train en provenance de [ville A] et �a destination de [ville B], le[date] entre [heure1 et heure2].(Find the arrival time of an [time-period] train from [city A]to [city B], [relative-date] [time-period].)Ex. Vous voulez connâ�tre l'heure d'arriv�ee d'un train en provenance de Lyon et �a destinationde Grenoble mercredi prochain entre 11 heures et midi. (You would like to know the arrivaltime of an evening train from Lyon to Grenoble next Wednesday between 11:30 and noon.)Note that traveling from city A to city B must require a change of trains. The time anddate of travel are speci�ed in general terms.Figure 5: Commonly de�ned scenarios used in the �eld trials.100 subjects were recruited from 3 sources. The 77 subjects recruited by LIMSI respondedto a newspaper announcement and were paid for their participation. The remaining subjectswere employees (or their family members) of the SNCF (14 callers) or the Vecsys company(9 callers). Each subject was asked to make a single call to the system (solving a singlescenario of type A or type B shown in Figure 5), and to complete the enclosed questionnaireimmediately after interacting with the system. Scenarios of type A supplied the user withan exact date and time of travel, and are representative of relatively simple, but frequent,information requests. In the type A scenarios the two cities were connected by a direct train.The type B scenarios allowed more 
exibility on the part of the user, as well as a range ofinterpretations since the time and date of travel were speci�ed only in general terms. The needto change trains was included to assess the response generation and synthesis components onlonger, more complex sentences. For each kind of scenario, at least six di�erent formulationswere used. For example, another wording for scenario A is: You want to go from Paris toLille on March 14th, leaving around 9 am. Combining di�erent town names, dates and times,50 di�erent scenarios of each type were generated.22The subjects recruited by LIMSI completed 5 calls to the system, the �rst call was used for the �eld trial.Three extra scenarios types were designed for data collection purposes by changing the presentation style, andhaving callers ask for additional types of information, such as fares and train services. In some cases we askedsubjects to solve scenarios involving concepts not yet handled by the system. This enabled us to collect datafor a wider variety of situations, and to see how users reacted when the system was unable to provide themthe information they wanted, such as for example, when a station or city-name was not known to the system.This data will help us to develop ways to detect such situations.10



After �nishing the call, each subject completed a questionnaire to gather their immediateimpression of the prototype system. The questionnaire, which was designed in coordinationwith the other partners, contained 20 commonly agreed upon statements to assess the user'sopinion about the system. The polarities of the statements were balanced for negative andpositive assessment. In addition to the standard questionnaire, we asked subjects what theyconsidered to be the good aspects of the system, how it should be improved, and whetheror not they would use such a potential service. Information was also obtained about thesubject's travel habits (how often they travel by train, how they obtain their ticket) andtheir computer experience.The common objective performance measures were the overall call duration and the num-ber of turns, and the dialog success rate. It was also agreed to compare performance measuresfor the system components and to identify sources of dialog failure.8 Field Trial ResultsThe �eld trial results are based on the �rst 50 calls of each type for which a completedquestionnaire was returned. Table 1 provides general information about the callers. Althoughno speci�c selection was made to balance for gender or age, there are roughly 50% callers ofeach sex. Over 90% of the callers are younger than 50 years old. The recruitment origin ofthe callers may also re
ect their experience. For example, those recruited by LIMSI are notexpected to have had any experience with vocal servers, computers nor any particular travelhabits. The 14 subjects recruited by the SNCF can be expected to have a good knowledge ofthe rail system, and to be frequent travellers. Those recruited by VECSYS may be expectedto be somewhat familiar with computers and may have had experience with voice technology.Sex AgeScenario male female < 25 25� 50 > 50A 30 20 15 31 4B 22 28 21 26 3A+B 52 48 36 57 7Table 1: Field trial sample overview: gender and age of subjects.In addition to global performance measures, a multilevel evaluation is used, which distin-guishes errors at 3 di�erent levels in the system: recognition, understanding and dialog. Theresults given below are all based on 100 calls, 50 of each scenario type.8.1 Global EvaluationThe average call duration and the number of pairs of turns, where a pair includes both thesubject's query and the system response, are shown in Table 2. The average dialog durationis 193 secs for type A scenarios and 245 secs for type B scenarios.3 The longer duration for3The duration of a turn pair is measured from the start of user's speech until the end of the system'sresponse. The long average turn duration of almost 50s is due to several factors. First, there is a �xedduration of 25s due to the introductory message. Second, the version of the recognizer used in the �eld trial11



the type B scenarios is correlated with the larger number of turns, 5 compared to 3 for typeA. This is primarily due to the re�nement of the times for scenario B, which were speci�ed ingeneral terms. The overall dialog success rate was 72%, where a dialog was judged successfulif the subject obtained the correct information for the given scenario. The type A scenarioswere apparently easier for the subjects with 76% being successfully completed, compared to68% for scenarios of type B.Scenario #Calls Turn pairs per call Duration Success RateA 50 3 193 secs 76%B 50 5 245 secs 68%A+B 100 4 219 secs 72%Table 2: Objective measures for �eld trial data.Overall, there was a recognition error in 34.8% of the queries. These errors did notnecessarily result in a failed scenario, as the scenario failure rate is 28%. For the unsuccess-ful calls, 80% of the failures are due to recognition and understanding errors, 14% can becontributed to dialog management, and the remaining 6% result from information retrievalerrors. (Databases access was not speci�cally evaluated in the �eld trials, as this step wasassumed to be error free.)A multilevel error analysis has been carried out on the �eld trial data distinguishing errorsdue to recognition, understanding and dialog. Each level is evaluated by separating out theerrors caused at the current level from errors propagating from the lower levels. Thus, toevaluate the understanding level we separate out errors due to recognition errors from thosearising from the understanding component. Similary, the dialog is evaluated by distinguishingthose errors due to the recognition and understanding levels and those occuring at the dialoglevel.8.2 Speech Recognition Performance
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Scenario BFigure 6: Recognition error rate as a function of slot type for the 100 calls.was real-time but not time-synchronous, and awaited the detection of the end of speech (a silence of 0.5s)before processing the input. Finally, there are the database access times (about 5s) and for the oral systemresponse times, which can be as long as 15s. 12



The speech recognition component was evaluated on an independent set of test sentences, andhas a word error of about 18%. However, this number can be misleading as the word accuracymeasures all di�erences between the exact orthographic of the query and the recognizeroutput. Many recognition errors (such as masculine/feminine forms, or plurals) are notimportant for understanding.Therefore, we evaluated the recognition performance for the slots relevant for understand-ing. There were a total 1284 input attempts in the 100 calls. 16 of these inputs were rejected(1.2%), of which 6 were empty and 2 contained only a telephone tone. For the remainingqueries the percentage of slots incorrectly recognized are shown in Figure 6 for the two sce-nario types. In each case, the number of erroneous slot instantiations are divided by the totalnumber of instantiated slots of that type after literal understanding. The number of slotinstantiations for the di�erent slot types are given in Table 4. Due to the way the scenarioswere de�ned, there are no ArrTime instantiations for the type A scenarios.The slot recognition error is on the order of 10-15% for DepCity and ArrCity and in-cludes errors due to misrecognition of the actual city name and as well as errors on premarkerssignaling \to" or \from". For dates and times the main errors are due to the insertion ofextra digits, such as \12:30" (douze heure trente) being recognized as \12:37" (douze heuretrente sept). The type A scenarios had more recognition errors on cities, while type B hadmore errors on dates and times.8.3 Spoken Language Understanding PerformanceTo evaluate the understanding performance it is necessary to di�erentiate errors due to theunderstanding component from recognition errors. Table 3 shows the recognition and under-standing query error rates for scenarios A and B, calculated by averaging the error rates forall instantiated slots. For each semantic frame, all slots which are incorrectly instantiatedare marked with the error source, recognition or understanding. It is then straightforwardto compute the incorrect slot instantiation rate (due to recognition or understanding) forthe semantic frame by simply dividing the number of erroneous slots by the total number ofinstantiated slots. Scenario Type Recognition UnderstandingA 23.2% 10.7%B 20.0% 6.0%A+B 21.6% 8.4%Table 3: Average slot understanding error rates per semantic frame.There are more than twice as many understanding errors caused by misrecognitions,than are made by the caseframe parser. For example, a recognition error on a city namesystematically results in an understanding error. These errors are usually corrected in theensuing dialog and do not cause the dialog to fail, unless for example when the desired cityname is outside of the recognition vocabulary.Table 4 shows the percentage of slots not understood for the two types of scenarios. Theper slot understanding error is very low for the departure and arrival cities as almost all ofthe errors are caused by recognition errors. An example of an understanding error on a city13



Slot TypeType DepCity ArrCity Date DepTime ArrTimeA #slots 72 69 202 264 -Und.Err (%) 0.0% 0.0% 8.8% 17.2% -B #slots 98 96 144 191 142Und.Err.(%) 0.2% 1.1% 0.0% 24.4% 17.3%Table 4: Total number of slot instantiations for each slot type after literal understanding andthe understanding error rates for each type of slot. There are a total of 607 slots for type Aqueries and 671 slots for type B queries.occurred when a new formulation was observed for the �rst time during the �eld trial. Thephrase \�a destination de Paris" instantiated the slot Departure-City: for Paris instead ofthe slot Arrival-City. The understanding errors for arrival and departure times are on theorder of 20%. Not all understanding errors are important for dialog success, for example,interpreting time period as \around 10 pm" instead of \after 10 pm" may not a�ect theinformation obtained from the database, and therefore has no e�ect on the dialog. It hasbeen our observation that such minor understanding errors pass unobserved by the user,whereas more important understanding errors will lead to longer dialogs, as the user tries tocorrect the error.The dialog is evaluated by looking at the response of the system. When the response isjudged to be incorrect, the source of the error is indicated as recognition and/or understanding(reco/und) or dialog management. The dialog errors are calculated by the ratio of incorrectresponses and the total number of system responses. The Table 5 shows the dialog errorrates for both scenario types. Errors due to recognition and understanding errors (Rec/Und)are more important for type A scenarios than for type B scenarios. This is due to digitrecognition errors which were more common in the type A scenarios which speci�ed explicitdates and times. These errors generally did not result in dialog failure, as the user usuallycorrected the error in a later turn, successfully completing the call. The higher number ofdialog errors for type B scenarios were due to scenarios which required the user to departthe previous evening in order to arrive at the speci�ed time. This was not correctly handledin the system and implied dialog failure. The error was actually due to a problem in post-processing of the retrieved information, but we have considered it to be a dialog error as theresponse of the system was not correct in the context of the user's query. The �eld trials alsoturned up a database connection problem, that was corrected early on (column DB).Scenario # Cause of errorType Dialogs Correct Rec/Und Dialog DBA 50 58.5% 34.3% 0.9% 6.3%B 50 60.5% 29.2% 10.3% -Table 5: Source of error per system response. Rec/Und: recognition or understanding error,Dialog: dialog error, DB: database access error.An example of a dialog error is illustrated in Figure 7. This occurred when the user asked14



for \the next train" (the train already returned by the system was at 12:33). The query wasboth correctly recognized and understood, but an incorrect response was given to the user.The system returned all trains after 12:33 instead of giving just the next one at 13:06, andasked the user to provide a more speci�c departure time.U: I'd like to know the next train (0zl005)[train already given: 12:33]<train-time>order-stand: next. (1)gS: There are more than 10 trains from Arras to Lille-Flandres Thursday28/09 corresponding to your request. The �rst leaves at 13:06 and the lastat 21:54. Please give a more speci�c departure time. (D-0)Figure 7: Example of a dialog error.8.4 User Evaluation
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Scenarios A and BFigure 8: Overall results for usability pro�les as a function of scenario type. Q1: ease-of-use, Q2: confusing, Q3: friendliness, Q4: complex, Q5: use again, Q6: reliability, Q7: control,Q8: concentration, Q9: e�ciency, Q10: 
uster, Q11: too fast, Q12: stress, Q13: prefer humanservice, Q14: complicated, Q15: enjoyable, Q16: needs improvement, Q17: politeness, Q18:information obtained, Q19: faster than human, Q20: understoodThe responses to the 100 questionnaires were used to generate \usability pro�les". Theoverall user assessment on a scale of 5 is shown in Figure 8, individually for the two scenariostypes and combined. Both scenarios types were rated at the same level by the subjects.Although not shown in the �gures, there is a slight tendancy of younger subjects to assessthe system more favorably than the older subjects, which is likely to be correlated with alarger familiarity of younger subjects with computers and automated services. Only smalldi�erences were observed according to the recruitment source or sex of the subject. Female15



subjects were slightly more favorable in their assessment than male subjects, but they alsoexpressed less interest in using such a service. Due to the small number of subjects thesedi�erences are not signi�cant.
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Figure 10: Overall results for the 5 categories.The questions were grouped into the following 5 categories: attitude (A: 5, 12, 13, 15),ease of use (EU: 1, 2, 4, 8, 14), e�ciency (E: 9, 16, 19), reliability (R: 6, 18, 20) and user-friendliness (UF: 3, 7, 10, 11, 17). Figure 10 shows the overall results for these 5 categories.While there is a tendency of subjects to assess the system favorably (EU and UF), they don't�nd it particularly e�cient (E), and some subjects doubted the reliability of the system (R).This is likely to be linked to the responses to question Q16, that the system needs to beimproved.It is possible to relate these results with the two last questions in the questionnaire, whichasked the subjects to specify what they liked about the system and to suggest improvements.16



Concerning the negative points, subjects expressed concern about the reliability of the infor-mation returned by the system. Concerning the positive points, subjects commented on theuser-friendliness and the speed of the system, several judging it to be faster to use than ahuman service.9 DiscussionThe goal of the RailTel �eld trials was to assess the potential of telephone services based onexisting spoken language technology. The �eld trial methodology was a compromise takinginto account the time constraints and di�erent state of advancement of the prototype systems.The two scenario types re
ect the desire of the partners to assess the system components:speech recognition, understanding, dialog, response generation and speech synthesis, in acontrolled manner; many other combinations could have been envisioned. In order to allowusers to speak in a natural manner, di�erent formulations for dates and times of travel need tobe recognized and understood. The scenario types were designed to test the recognition andunderstanding capabities for numbers and dates (type A) and less explicit and relative travelspeci�cations (type B). The type B scenarios entailed generating more complex responses toinform the user of the information concerning the change of trains (the station and time).An evident weakness of the use of scenarios for the �eld trials is that the subjects, whileplausible eventual users, were not accomplishing a real task. This means that the subjectswere not particularly concerned about the response given by the system, as this informationwas not really needed. While we had discussed the possibility of carrying out a �eld trialwithout using scenarios, we decided as a consortium, that this approach would make itextremely di�cult to compare the results. If the test subjects had been free to request anytravel information we would have had problems ensuring a diversity of requests, and wouldhave had to decide which calls to include if some queries were out-of-domain. Developingtechniques to deal gracefully with such calls, while necessary for an real service, was beyondthe scope of the prototype systems developed for the project.The use of scenarios may explain why the user assessment was the same for both successfuland unsuccessful dialogs (Figure 9,) and for the two scenario types (Figure 8). Although thetype A scenarios are easier in the sense that they had a higher success rate and were fasterto solve, users rated the system at the same level. A contributing factor can be that weconsidered a dialog to be a failure if �nal response of the system di�ered, even only slightly,from what was speci�ed in the scenario. This judgement was used even if the subject did notexactly respect the scenario. Therefore, subjects may have been happy with a response thatwe considered erroneous.A correlation between objective measurements and the subjective assessment (via thequestionnaire) was observed with respect to the age of subjects. Older subjects (> 50)expressed less satisfaction with the system, and had higher dialog error rates. This can bepartly attributed to the lack of experience of older users with computers and automatedservices, and also that our training corpus does not include much data from older speakers.10 ConclusionWe have described a prototype system for access to train travel information over the tele-phone. This system, based on our Mask system (Gauvain et al., 1995a), was brought up17



very quickly so as be able to carry out the RailTel �eld trial with 100 naive subjects. Theperformance snapshot resulting from the �eld trial had 72% of the callers successfully com-pleting their scenarios. The failures were due mainly to recognition and understanding errors(80%), with 14% due to dialog management, and the remaining 6% resulting from informa-tion retrieval errors. The subject assessment of the service was largely favorable, althoughthere was a clear expression of the need for improvement. Most subjects expressed a potentialinterest in using such a service. The �eld trial demonstrated that such services should beeasily accepted by the general public.Evaluation of spoken language systems remains an open research issue. The prototypehas been evaluated in terms of global performance measures, component performance, andsubjective user assessment. A multilevel approach has been used for evaluation of the systemcomponents, which distinguishes errors caused at a given level from errors propagating fromthe lower levels.Further developments are now being pursued in the context of the LE project Arise,including a French/English service for the high speed train between Paris and London. Im-provements in speech recognition are expected by using more training data for acoustic andlanguage modeling. We are also investigating the use of con�dence measures and dialog depen-dent language models (Popovici and Baggia, 1997) to improve the recognition performance.We are addressing issues related to dialog management, such as modeling user intention, his-tory maintenance, and con�rmation strategies. In fact, one of the hardest control problems isto detect that the dialog is �nished. Di�erent con�rmation strategies, combining implicit andexplicit methods are being tested. Within the Arise project, two �eld trials will be carriedout in coordination with the SNCF.AcknowledgmentWe would like to thank the SNCF for providing the information database Riho for usein the RailTel project.11 ReferencesRailTel (1995a), \De�nition of the evaluation methodology for the Field Trials,"RailTel/Mais Project deliverable D4, Saritel, June.RailTel (1995b), \Results of Field Trials," RailTel Project deliverable D8, Novem-ber.G. Adda, M. Adda-Decker, J.L. Gauvain, L. Lamel (1997), \Le syst �me de dict�e vocaledu LIMSI pour l'�valuation AUPELF'97," Proc. Journ�ees Scienti�ques et Tech-niques du R�eseau Francophone d'Ing�enierie de la Langue de l'AUPELF-UREF,Avignon, France, pp. 35-40, April.C. Popovici, P. Baggia (1997), \Specialized Language Models using Dialogue Pre-dictions", Proc. IEEE ICASSP-97, Munich, Germany, pp. 815-818, April.S.K. Bennacef, H. Bonneau-Maynard, J.L. Gauvain, L.F. Lamel, W. Minker (1994),\ A Spoken Language System For Information Retrieval," Proc. ICSLP'94, Yoko-hama, Japan, 3, pp. 1271-1274, September.18
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List of footnotes.Footnote 0: This work was partially �nanced by the LE MLAP project 63-022 RailTel.Footnote 1: The continuation of this work is being partially �nanced by the LE-3 project 4229Arise.Footnote 2: The subjects recruited by LIMSI completed 5 calls to the system, the �rst call wasused for the �eld trial. Three extra scenarios types were designed for data collectionpurposes by changing the presentation style, and having callers ask for additional typesof information, such as fares and train services. In some cases we asked subjects tosolve scenarios involving concepts not yet handled by the system. This enabled us tocollect data for a wider variety of situations, and to see how users reacted when thesystem was unable to provide them the information they wanted, such as for example,when a station or city-name was not known to the system. This data will help us todevelop ways to detect such situations.Footnote 3: The duration of a turn pair is measured from the start of user's speech until the endof the system's response. The long average turn duration of almost 50s is due toseveral factors. First, there is a �xed duration of 25s due to the introductory message.Second, the version of the recognizer used in the �eld trial was real-time but not time-synchronous, and awaited the detection of the end of speech (a silence of 0.5s) beforeprocessing the input. Finally, there are the database access times (about 5s) and forthe oral system response times, which can be as long as 15s.
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