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ABSTRACT

This paper extends recent research on training data selection
for speech transcription and keyword spotting system devel-
opment. Selection techniques were explored in the context
of the IARPA-Babel Active Learning (AL) task for 6 lan-
guages. Different selection criteria were considered with the
goal of improving over a system built using a pre-defined 3-
hour training data set. Four variants of the entropy-based cri-
terion were explored: words, triphones, phones as well as the
use of HMM-states previously introduced in [4]. The influ-
ence of the number of HMM-states was assessed as well as
whether automatic or manual reference transcripts were used.
The combination of selection criteria was investigated, and a
novel multi-stage selection method proposed. This method
was also assessed using larger data sets than were permitted
in the Babel AL task. Results are reported for the 6 languages.
The multi-stage selection was also applied to the surprise lan-
guage (Swahili) in the NIST OpenKWS 2015 evaluation.

Index Terms— data selection, low-resource languages,
speech recognition, keyword spotting

1. INTRODUCTION

This paper describes advances in our recent research in us-
ing training data selection methods for speech-to-text (STT)
and keyword spotting (KWS) system development. This
work was performed in the context of the IARPA-Babel pro-
gram [10] which focuses on low-resource languages. Such
languages typically have a low presence on the Internet, with
limited textual resources in electronic form and little available
knowledge about the language.

Developing speech and language technologies for low-
resource languages has been attracting increasing interest in
the research community, with dedicated workshops and spe-
cial sessions at major conferences. A variety of approaches
aim to bootstrap models from well-resourced languages to
zero-resource languages and to discover linguistic units for
unwritten languages [1, 2, 5, 14, 17, 24, 25, 26].

The aim of the IARPA-Babel program is to support the
rapid development of speech technologies for effective key-
word search in a wide range of languages chosen to cover
challenges at different levels (written scripts & writing con-
ventions, phonological, morphological, dialectal). The pro-
gram sponsors a surprise language evaluation, the NIST Open
Keyword Search Evaluation (OpenKWS13, OpenKWS14,
OpenKWS15) [22] open to the general community.

A focus of our work is to promote the development of
techniques which can easily and quickly be applied to an un-
known language. The Active Learning (AL) task within the
Babel program explores training a bootstrap STT system on a
very small amount of transcribed audio data (only one hour)
and using this system to select additional data to be trans-
cribed. The methods investigated are similar to those used
for semi or unsupervised acoustic model training [13, 16, 18,
29]. Instead of directly using the approximate transcripts for
acoustic model training, here the automatic transcripts are
used to select a subset of data from a pool of data for which
true manual transcripts will be created.

In [4], we presented some first results addressing the AL
task. In that work, a study was conducted in order to provide
insight into the correlation between candidate data selection
criteria and speech recognition performance. Two criteria ap-
peared to lead to the best overall performance, the HMM-state
entropy and the letter density. In this paper, our initial work
is extended in various directions.

First, four variants of the entropy-based data selection are
explored. Entropy is calculated over the distribution of words
or acoustic units, more specifically, phones, triphones and
HMM-states. For comparison, selection is made over an un-
transcribed corpus according to the IARPA-Babel AL task
premises, and over a transcribed corpus like in [28]. It is
shown that the quality of the transcriptions (automatic or man-
ual) has little impact on the STT and KWS results for acoustic
based selection, but a significant impact on KWS results for
word based selection. The influence of the acoustic repre-
sentation in entropy based selection is assessed. By varying
the number of HMM-states that cover the acoustic space, we
show that results obtained via HMM-state selection converges
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either to those obtained via phone or triphone based selection.
The combination of selection criteria is also investigated

in this paper. A novel multi-stage selection method is pro-
posed. The best results are obtained by selecting a sub-pool
data set using the letter density criterion, followed by a selec-
tion based on the acoustic entropy criterion. Finally, data se-
lection methods are assessed using larger data sets than were
permitted in the IARPA-Babel AL task. Both, letter density
and acoustic entropy data selection outperform random selec-
tion for different data set sizes.

2. DATA SELECTION

Data selection is a research area that has been recently ex-
plored for speech and language processing technologies [15,
19, 21, 23, 27, 28]. Kirchhoff et al. [15] identifies at least
four applications for which data selection methods are well
suited: to speed-up system development, for system adapta-
tion, for data annotation and for system evaluation. Generally
speaking, the goal is to select a subset of the data that contain
as much as possible of the information available in the full
data set. Selection is generally conditioned on a fixed budget,
which can be defined in terms of human effort, development
time, processing time, data set size or any other requirement.

Formally, data selection can be considered as a con-
strained optimization problem. Given a pool data set P , the
aim is to select a subset S of P with size |S| <= |P |, that
maximizes a suitable objective function f(·):

S∗ = argmax{f(S) : |S| = k, S ∈ P} (1)

Within the IARPA-Babel AL task, selection is used to
simulate manual annotation. Thus, the objective function
has to be calculated over any feature or combination of fea-
tures that can be obtained from acoustic analysis or as a
result of speech decoding (e.g. amount of speech, confidence
measures, data likelihood, entropy, number of hypothesized
words). Furthermore, data set sizes are defined in terms of
duration of speech in hours and correspond to k = 2 and
|P | = 29.

In all experiments reported here, the selection units are
speech segments obtained by a voice activity detection (VAD)
system [7] based on the time-domain correlation function [8]
and trained on multilingual data.

3. THE IARPA-BABEL ACTIVE LEARNING TASK

The STT and KWS systems were trained on data provided
within the IARPA-funded Babel program [10]. In this phase
of the program (OP2), systems were built for 6 development
languages (Cebuano, Kazakh, Kurdish, Lithuanian, Telugu
and Tok-Pisin) and the surprise language (Swahili)1. The goal

1Language Packs: Cebuano (IARPA-babel301b-v2.0b), Kazakh
(IARPA-babel302b-v1.0a), Kurmanji (IARPA-babel205b-v1.0a), Lithuanian

Fig. 1: Available data for system training and evaluation in
the IARPA-Babel period OP2.

of the AL task is not to have the most accurate system, but to
obtain the best improvements over a baseline trained in simi-
lar conditions (amount of data, acoustic features, vocabulary
size, language models, decoder, etc).

3.1. Corpus

A total of about 50 hours of transcribed conversational tele-
phone speech were provided for each language. This corpus
is divided into different subsets which are illustrated in Fig-
ure 1. For the AL task, 30 hours of speech are considered
as the full training data set within which selection is made.
One hour of data is fixed. A 3-hour TUN data set is used to
optimize system parameters, while a 10-hour DEV data set is
used only to assess the models (as a test set). Additional 40
hours of untranscribed data were available for each language
and could be used for semi-supervised training [13, 29]. Data
available from the Year-1 and Year-2 IARPA-Babel program
(11 languages) could be used to develop multilingual models.

The baseline system is built upon a pre-defined 3-hour set,
known as the Very-Limited Language Pack (VLLP). This data
set was selected in order to have about the same duration of
speech for each speaker represented in a pool of 30 hours of
data (see Figure 1). The VLLP baseline includes the fixed
1-hour data set common to the AL based systems.

In addition to the manual transcriptions of the 3-hour
training data, a textual corpus was available. It consists of
texts collected from the Web (Wikipedia, subtitles and other
webtexts). The version of the webtexts used here was filtered,
normalized and provided to the Babelon team by BBN [30].

3.2. Data selection protocol

The IARPA-Babel AL task is depicted in Figure 2. A pre-
defined 1-hour training set is used to build a bootstrap system.
This system is used to decode an untranscribed 29-hour pool

(IARPA-babel304b-v1.0b), Telugu (IARPA-babel303b-v1.0a), Tok-Pisin
(IARPA-babel207b-v1.0b) and Swahili (IARPA-babel202b-v1.0d)
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Fig. 2: Description of the IARPA-Babel Active Learning task.

data set, previously processed by a VAD system. Based on se-
lection criteria derived from the audio analysis and decoding
hypothesis, 2 hours of data are selected from the data pool for
manual transcription. An AL-based STT system is then built
using the available 3 hours (initial 1 hour + selected 2 hours)
of data. The available webtexts and untranscribed acoustic
data can also be used in system development.

In the context of this work, the data pool from which the
selection is made is already transcribed. So, the procedure de-
scribed above is simulated by recovering the transcripts from
the fully word time-aligned corpus. The results reported in
this paper were obtained using an internal transcription recov-
ery algorithm. For the OpenKWS15 Evaluation, transcripts
were provided by NIST. During the development phase, simi-
lar results were obtained using our recovery algorithm and the
transcripts returned by NIST.

3.3. Performance metrics

Speech recognition system performance is measured in terms
of word error rate (WER), calculated as the distance edi-
tion between the recognition hypothesis and the reference.
KWS performance is reported in terms of the Actual Term-
Weighted Value (ATWV) [3]. The keyword specific ATWV
for the keyword k at a specific threshold t is computed as:

ATWV (k, t) = 1− PFR(k, t)− βPFA(k, t) (2)

where PFR and PFA are respectively the probability of a false
reject (miss) and false accept. The constant β mediates the
trade off between false accepts and false rejects and is set to
999.9 for the OpenKWS Evaluation.

4. SYSTEM DESCRIPTION

The baseline STT and KWS systems were built using the
same methods as described in [4] and [11]. All STT systems
are based on graphemic pronunciation units and are built via
flat start. Acoustic models are triphone-based left-to-right 3-
state HMMs with Gaussian mixture observation densities [6].

Both, word position dependent and word position indepen-
dent models are generated. About 2k tied-states and 20k mix-
tures are used. Acoustic features are discriminatively trained.
They are extracted using a multilingual stacked bottle-neck
multilayer Perceptron and were provided to the Babelon team
by BUT [9].

Back-off n-gram based language models (LM) are used.
They were estimated using the LIMSI STK toolkit. First,
component models are estimated on the manual transcriptions
and the webtexts. They are then interpolated with coefficients
optimized on the TUN data set. The recognition vocabulary
is automatically selected based on unigram probabilities. Vo-
cabulary sizes range between 40k and 60k across the 6 devel-
opment languages. Decoding is carried out in a single-pass.
First, a 2-gram LM is used to generate a word lattice, which
is rescored with a 3-gram LM. Then a consensus decoding is
performed to generate the final hypothesis.

The keyword search method used here is described
in [11]. First, a word and a sub-word decoding are per-
formed. A consensus network (CN) is generated from the
decoding lattices [20] for each case. Both CNs are searched
to locate all sequences of words and sub-words that corre-
spond to each keyword. Word boundaries are ignored during
search.

Keyword hits from both CNs are combined based on the
hypothesized time-codes. The keyword scores are then nor-
malized and calibrated using the BBN KST normalization
tool [12]. Decision about keeping or ignoring the keyword
hits is based on a defined threshold (0.5 in our experiments).
Sub-word units are automatically discovered based on an it-
erative procedure for optimizing the text perplexity [11].

5. ENTROPY-BASED DATA SELECTION

An HMM-state entropy-based selection was used in [4] for
the IARPA-Babel AL task. This criterion was also found to
be one of the best in terms of WER for the 6 development
languages. In this paper, this criterion is extended to the dis-
tribution of other speech units, namely words, phones and tri-
phones. Generally, the entropy function can be defined as:

H = −
N∑
i=1

ci
C
· log2

ci
C

, with C =

N∑
i=1

ci (3)

where ci corresponds to the number of training instances as-
sociated to the speech unit i ∈ [1, N ], N being the number
of units representing the speech distribution. A greedy algo-
rithm is applied to maximize the entropy function shown in
Equation 3. At each iteration, the utterance giving the highest
increase in entropy is selected until the target amount of data
is obtained.

Phone and word entropy based selection over a transcri-
bed corpus was previously explored in [28]. In [4] the HMM-
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Unit Manual Automatic
WER ATWV WER ATWV

Word 59.3 0.377 59.0 0.360
Phone 59.4 0.349 59.0 0.348
Triphone 58.0 0.373 58.0 0.370
States 57.7 0.369 58.1 0.354

Table 1: Lithuanian dev WER(%) and ATWV. Comparison of
entropy based data selection guided by manual or automatic
transcriptions. The VLLP baseline is 58.7% (0.351).

state entropy was already used over an automatically transcri-
bed corpus.

5.1. Selecting over manual or automatic transcriptions

In this section, entropy selection based on the four proposed
speech units is addressed. Selection is performed on the avail-
able untranscribed corpus. In this case, the speech unit labels
are provided by the bootstrap system. To assess the impact of
the quality of the speech recognizer, data selection is also per-
formed using the corresponding manually transcribed corpus.
Here, manual transcriptions are considered to be the output of
an error-free recognition system. In this case, a forced align-
ment is performed to obtain the labels for the acoustic based
units (phones, triphones, HMM-states).

This comparison was performed on the Lithuanian lan-
guage pack. In these experiments, only full-word based key-
word search was performed. Results are shown in Table 1.

Entropy selection is little affected by the quality of the
transcriptions. Somewhat surprisingly, better STT perfor-
mances are obtained when selection is guided by automatic
transcriptions. However, it is important to note that all sys-
tems are trained in a supervised manner (only the data selec-
tion changes). In terms of ATWV, selection based on phone
and triphone units seem to be more robust w.r.t. the quality of
transcriptions. The biggest difference in ATWV is observed
for word based selection: 0.377 over manual and 0.360 over
automatic transcriptions. Selection is somehow misguided by
the large number of wrongly recognized words present in the
automatic transcriptions. For information, the WER with the
bootstrap system is about 65% on the dev data.

5.2. Acoustic space coverage

In [4], we argued that HMM-states should be a better repre-
sentation of the acoustic space in comparison to phones, and
therefore should lead to better data selection results. To a
certain extent, results from Table 1 support that claim: HMM-
states (and triphone) based selection outperforms phone based
selection.

The impact of the acoustic space coverage on entropy se-
lection was assessed for Lithuanian and Tok-Pisin languages.
Here, coverage is interpreted as the number of classes used

Language 100 1k 2k 5k 7k 10k

L
it WER 58.4 58.3 58.1 58.1 58.1 58.2

ATWV 0.348 0.358 0.354 0.362 0.364 0.363

To
k WER 49.7 49.5 49.6 49.5 49.4 49.6

ATWV 0.296 0.298 0.302 0.304 0.303 0.305

Table 2: Dev WER(%) and ATWV for acoustic entropy se-
lection as a function of the number of HMM-states. ’Lit’:
Lithuanian; ’Tok’: Tok-Pisin.

in selection, which can be phones (dozens of units), triphones
(about 4000 in these experiments) or HMM-states. The num-
ber of tied-states was varied from about 100 to 10k by chang-
ing the state clustering threshold. Table 2 summarizes the
WER and ATWV results obtained.

For both languages, STT performance changes by only
0.3% absolute between the worst (100 states) and best (2k to
7k states) cases. Reducing the acoustic space to 100 states
also degrades the KWS performance, with ATWV results ap-
proaching those of phone based selection, which are 0.348 for
Lithuanian and 0.295 for Tok-Pisin. The best ATWV perfor-
mances are obtained with a larger number of states, 7k for
Lithuanian and 10k for Tok-Pisin. These results are how-
ever worse than those obtained with triphone based selection,
0.370 and 0.310 respectively for Lithuanian and Tok-Pisin.
This slight difference might be due to the fact that triphone
units may encode co-articulation information in addition to
acoustic characteristics.

5.3. Extension to all the development languages

Data selection was performed for the 6 development lan-
guages using the four variants of the entropy selection. In
these experiments, the ATWV is calculated on the combined
hits of word and sub-word keyword search. For all languages,
2000 states were used for HMM-state entropy selection. Re-
sults are summarized in Table 3.

Except for Telugu, significant improvements over the
VLLP baseline were obtained with the entropy based selec-
tion methods. Driving selection by triphone or HMM-state
units led to good STT and KWS performances across all lan-
guages. In particular, selection based on triphones obtains
the best or close to best results for each language. We note
though that WER and ATWV differences are small among
the entropy based systems.

6. COMBINING SELECTION METHODS

In our previous work [4], the acoustic entropy, the letter den-
sity and the data likelihood were found to be the best data
selection criteria among those explored. Here, a method for
combining some of the criteria is proposed. A multi-stage se-
lection was performed as follows. First, a certain criterion A
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Language VLLP Word Phone Triphone States
Cebuano 65.9 65.5 65.8 64.9 64.6
Kazakh 66.2 65.3 64.4 64.0 64.2
Kurmanji 72.0 71.9 71.2 70.4 70.7
Lithuanian 58.7 59.0 59.0 58.0 58.1
Telugu 77.3 78.1 77.9 78.1 78.5
Tok-Pisin 51.3 50.2 49.6 49.5 49.6

(a) Dev WER.

Language VLLP Word Phone Triphone States
Cebuano 0.243 0.260 0.255 0.265 0.261
Kazakh 0.291 0.288 0.282 0.294 0.294
Kurmanji 0.169 0.187 0.184 0.183 0.182
Lithuanian 0.373 0.399 0.391 0.403 0.398
Telugu 0.168 0.174 0.173 0.170 0.169
Tok-Pisin 0.296 0.298 0.295 0.310 0.302

(b) Dev ATWV.

Table 3: Dev WER(%) and ATWV with systems built us-
ing entropy based data selection with different units and the
VLLP baseline.

Language VLLP AL (size of sub-pool in hours)
5 7 10 15

L
it WER 58.7 57.9 57.8 57.8 58.1

ATWV 0.351 0.363 0.362 0.364 0.364

To
k WER 51.3 48.9 49.2 49.2 49.6

ATWV 0.296 0.304 0.315 0.301 0.303

Table 4: Multi-stage data selection. A sub-pool is selected
using letter density. Final selection is made via triphone based
entropy selection. ’Lit’: Lithuanian; ’Tok’: Tok-Pisin.

is used to select a sub-pool of data, from which a 2-hour data
set is selected using another criterion B.

The correlation study developed in [4] was used to get in-
sight into which criteria would be best candidates for combi-
nation. The measures with the largest correlation to the WER
were the vocabulary size and acoustic entropy (> 0.9) and the
letter density and data likelihood (> 0.8). Among the pos-
sible combinations of these four measures, the pair acoustic
entropy and letter density has the weakest correlation (0.73).
Intuitively, these two latter should combine well.

In preliminary tests, combinations of likelihood, letter
density and acoustic entropy were tested for multi-stage se-
lection on Lithuanian data. The best STT performance was
obtained by doing a pre-selection via letter density and ap-
plying acoustic entropy for the final selection. The other
combinations were not investigated further.

The first experiments with the proposed multi-stage selec-
tion method were performed to assess the impact of the sub-
pool size. Sub-pool data sets having 5 to 20 hours were se-
lected via letter density. Within each sub-pool, a 2-hour data

Language VLLP Triphone Density Multi-stage
Cebuano 65.9 64.9 64.4 64.5
Kazakh 66.2 64.0 65.1 64.4
Kurmanji 72.0 70.4 70.4 70.3
Lithuanian 58.7 58.0 58.3 57.8
Telugu 77.3 78.1 77.7 77.2
Tok-Pisin 51.3 49.5 49.5 48.9

(a) Dev WER.

Language VLLP Triphone Density Multi-stage
Cebuano 0.243 0.265 0.260 0.268
Kazakh 0.291 0.293 0.298 0.299
Kurmanji 0.169 0.183 0.182 0.193
Lithuanian 0.373 0.403 0.400 0.413
Telugu 0.168 0.170 0.175 0.180
Tok-Pisin 0.296 0.310 0.298 0.315

(b) Dev ATWV.

Table 5: Dev WER(%) and ATWV with the VLLP baseline
and systems built using triphone, letter density and multi-
stage data selection.

set was selected via triphone based entropy selection. Gen-
erally, the best performances were achieved for sub-pool data
set sizes of about 7 to 10 hours of speech. However, the opti-
mal case depends on the language. An extract of the WER and
ATWV results for Lithuanian and Tok-Pisin is shown in Ta-
ble 4. For Lithuanian, the optimal sub-pool size is around
10h, while for Tok-Pisin, it is around 7h.

The multi-stage selection method was assessed for all de-
velopment languages. The proposed method was compared
to the VLLP baseline and selection driven by the triphone en-
tropy and the letter density criterion. Results are summarized
in Table 5. These results are directly comparable to those
shown in Table 3. For multi-stage selection, the size of the
sub-pool was fixed to 7h for all languages.

All the selection methods shown in Table 5 outperform the
VLLP baseline in terms of ATWV. In terms of WER, this is
the case for all languages, except Telugu. The proposed multi-
stage selection method gives the best overall performances in
terms of ATWV for all languages. It also obtains the best
WER results for Kurmanji, Lithuanian, Telugu and Tok-Pisin.

7. SELECTING MORE DATA

Another set of experiments was performed to assess the be-
havior of the different methods when selecting more than
3 hours from the data pool. Figure 3 shows the WER and
ATWV obtained using HMM-state entropy (with 2k states),
triphone entropy and letter density for Lithuanian. They are
compared to a baseline random selection. For this baseline,
the speech segments of the pool set were randomly sorted and
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WER lithuanian

Duration 3 5 10 15 20 25 30

Random 58.7 57.1 55.3 54.6 53.9 53.6 53.1

HMM-entropy 58.1 56.6 54.8 53.9 53.4 53.2 53.1

Triphone 58.0 56.5 54.8 54.3 54.0 53.5 53.1

Letter density 58.3 56.8 55.0 54.5 53.5 53.2 53.1

ATWV Lithuanian

Duration 3 5 10 15 20 25 30

Random 0.346 0.364 0.391 0.407 0.431 0.432 0.436

HMM-entropy 0.354 0.378 0.404 0.417 0.429 0.434 0.436

Triphone 0.370 0.383 0.408 0.420 0.428 0.434 0.436

Letter density 0.363 0.388 0.411 0.425 0.430 0.430 0.436
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WER lithuanian

Duration 3 5 10 15 20 25 30

Random 58.7 57.1 55.3 54.6 53.9 53.6 53.1

HMM-entropy 58.1 56.6 54.8 53.9 53.4 53.2 53.1

Triphone 58.0 56.5 54.8 54.3 54.0 53.5 53.1

Letter density 58.3 56.8 55.0 54.5 53.5 53.2 53.1

ATWV Lithuanian

Duration 3 5 10 15 20 25 30

Random 0.346 0.364 0.391 0.407 0.431 0.432 0.436

HMM-entropy 0.354 0.378 0.404 0.417 0.429 0.434 0.436

Triphone 0.370 0.383 0.408 0.420 0.428 0.434 0.436

Letter density 0.363 0.388 0.411 0.425 0.430 0.430 0.436
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Random HMM-entropy Letter density TriphoneFig. 3: ATWV and WER in Lithuanian when selecting more data

the first n-segments used for training.
As can be expected in all cases, training the systems

on more data reduces the WER and increases the ATWV.
In terms of ATWV, the triphone selection gives the best re-
sult with 3 hours, but letter density works better with larger
amounts (5 to 20 hours). It is interesting to note that 3 hours
of entropy selection gives better ATWV results than 5 hours
chosen randomly. The ATWV differences are very small
across the different criteria with more than 20h of data (from
66% of the full data set).

8. SUMMARY

This paper extended our research work in data selection for
low resource languages [4]. Various selection techniques
were explored in the context of the IARPA-Babel Active
Learning task for 6 languages with the goal of outperform-
ing a baseline STT and KWS system built on 3 hours of a
pre-defined data set.

Entropy based selection was extended to word, phone and
triphone units and compared to HMM-state based selection
introduced in our previous work. Triphone and HMM-state
selection were shown to significantly outperform the baseline
system and, in most cases, gave better results than word or
phone units. Furthermore, entropy selection based on acous-
tic units were shown to be robust with respect to the quality
of the transcription hypothesis. The influence of the acoustic
space coverage on data selection was also assessed. This was
done by varying the number of tied-states for entropy based
selection. Better results were obtained for larger acoustic
spaces (>7k states and triphones) in comparison to reduced
spaces (<1k states and phones).

A novel method for combining selection criteria was pro-
posed. The best ATWV performances for all languages were
obtained by performing a multi-stage selection: the letter den-
sity criterion is used to select a sub-pool of data, from which

final selection is made via the triphone entropy criterion. Fur-
thermore, three of the explored criteria (letter density, HMM-
state entropy and triphone entropy) were used to select larger
data sets than were permitted in the Babel AL task. They all
outperformed a random selection baseline in terms of WER
and ATWV, especially for smaller training sets.
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